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ODM: Consistency check
Derivation of Schrodinger eq.

Observations 
(Operational Dynamical)

Math formalism
(Modeling)

Master equation

We want to represent 
dynamics in Hilbert space

⟨Â⟩(t) = ⟨Ψ(t)|Â|Ψ(t)⟩

[x̂, p̂] = i!

i!|dΨ(t)/dt⟩ = Ĥ |Ψ(t)⟩

We get quantum generator of motion

Ĥ =
p̂2

2m
+ U(x̂)

Observations are given by the 
following Ehrenfest theorems 

(aka, Drude model)
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We construct a quantum counterpart of classical friction, a dissipative force acting against the
direction of motion with the magnitude proportional to particle’s velocity. In particular, a Lind-
blad master equation is derived satisfying the appropriate dynamical relations for observables (i.e.,
the Ehrenfest theorems). These findings significantly advance a long search for a universal valid
Lindbladian model of quantum friction.
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Realistic models of quantum systems must include dis-
sipative interactions with an environment, which may be
of various nature starting from a vacuum and ending
with a thermal bath. Nevertheless, construction of physi-
cally consistent quantum models of dissipative forces has
been a long standing problem since the birth of quan-
tum mechanics (see, e.g., Refs.[1–4]). A common frame-
work for describing open quantum systems is to repre-
sent the state of the system by a density matrix, whose
evolution is governed by the Lindblad equation [5, 6].
In this report, we substantially advance the on-going ef-
fort [7–11] to construct the model of quantum friction,
whose classical counterpart is a force proportional to
the particle’s velocity (i.e., F = �2�mẋ) by propos-
ing the Lindbladian model whose average values obey
the observed dynamical relations (known as the Ehren-
fest theorems). Current quantum friction models can be
broadly divided as i) either Lindbladian but non-obeying
the Ehrenfest theorems (see, e.g., Refs. [7–9, 11]), ii) or
non-Lindbladian satisfying the Ehrenfest theorems (see,
e.g., Refs. [3, 12]). This state of the field is unsatisfactory
because non-Lindbladian master equations are known to
lead to negative probabilities [13], whereas the violation
of the Ehrenfest theorems lead to unphysical artifacts
[10]. As a result, a long-sought model encompassing both
features has been substituted by a plethora of models
each fine tuned to be adequate for a specific system. We
finally fulfill this need by utilizing the paradigm of oper-
ational dynamic modeling (ODM) [14] designed to derive
dynamical models satisfying a priori specified Ehrenfest
theorems.

The dynamics of a classical brownian particle of mass
m interacting with an environment at temperature T and
friction coe�cient 2� obeys the following Ehrenfest the-

orems [10, 15]:

d

dt
hxi = 1

m
hpi,

d

dt
hpi = �hU 0(x)i � 2�hpi, � � 0,

d

dt
hx2i = 1

m
hpx+ xpi,

d

dt
hpx+ xpi = 2

m
hp2i � 2hxU 0(x)i � 2�hpx+ xpi,

d

dt
hp2i = �hpU 0(x) + U 0(x)pi � 4�hp2i+ 4m�kT.

(1)

One-dimensional dynamics is assumed throughout since
generalization to higher spacial dimensions is straightfor-
ward.
It is believed [10, 16] that these Ehrenfest theorems

should be valid in the quantum case for a su�ciently high
temperature, otherwise the uncertainty principle may be
violated because in this case

�2
x�

2
p ! (kT )2t/�, (�t ! 1)

where �x =
p

hx2i � hxi2 and �p =
p
hp2i � hpi2 are

standard deviations of coordinate and momentum, re-
spectively.
This circumstance suggests that a quantum brownian

particle should obey

d

dt
hxi = 1

m
hpi+O(~), (2)

d

dt
hpi = �hU 0(x)i � 2�hpi+O(~), (3)

d

dt
hx2i = 1

m
hpx+ xpi+O(~), (4)

d

dt
hpx+ xpi = 2

m
hp2i � 2hxU 0(x)i � 2�hpx+ xpi+O(~),

(5)

d

dt
hp2i = �hpU 0(x) + U 0(x)pi � 4�hp2i+ 4m�kT +O(~),

(6)

where the unknown terms denoted by O(~) (i.e., of or-
der of ~) should lead to uncertainty principle preserv-
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I. INTRODUCTION

Steering dynamics of quantum stems underlines quan-

tum technologies o↵ering unique prospects of revolution-

izing metrology, information processing, and matter ma-

nipulation. Dynamics of a quantum system is typically

controlled via coupling to an auxiliary system. There are

two distinct physical regimes: coherent quantum control

utilizing a coherent quantum system (most commonly

laser light) as the axillary, and quantum reservoir engi-

neering where a thermodynamic bath is used. Extensive

research shows that in general the more flexible the aux-

iliary is, the better the quantity of control is achievable.

A flexible auxiliary demands the versatility of labo-

ratory equipment, which reflects on the cost of experi-

ments. However, in order for quantum technologies to

achieve widespread applications, it is imperative to re-

strict experimental designs to cheap equipment o↵erings

very constrained control resources. For concreteness,

consider telecommunication laser diodes: they are inex-

pensive, mass produced, and reliable. They typically pro-

duce sequences of binary (0/1) electromagnetic pulses,

where 0 stands for no light and 1 light at the maximum

power is emitted. The shape of attainable control pulses

may be further restricted by the fact that for the stability

consideration diode should not be continuously on. For

example, after continuously emitting a certain number of

1s, a sequence of zeros of some minimal length must fol-

low. Restrictions of this type will be called the switching

constrains for controls.

In an experimental settings utilizing on/o↵ laser

diodes, the problem of controlling a quantum system con-

sists in finding the sequence of binary pulses that obey

the switching constrains and maximize the value of an

objective function.

The rest of the paper is structured is as follows: We

mathematically formulate the problem in Sec. II.

II. THE PROBLEM FORMULATION

Let a quantum system state be represented by a den-

sity matrix ⇢̂. A physical process transforming the initial

density matrix ⇢̂ini into the final state Kn [⇢̂ini] can be

represented by the Krauss map

Kn[�] =

X

k

K̂
k
n �

⇣
K̂

k
n

⌘†
,

X

k

⇣
K̂

k
n

⌘†
K̂

k
n = 1̂. (1)

We assume we have an access to N controls. The trans-

formation of the system’s state under the action of the

control n = 1, . . . , N can be represented by the Krauss

map Kn [Eq. (1)]. Th switching constrains are repre-

sented by the function F (n) returning a set of accessible

controls from the current control n .

The problem is to find a control policy, given by an

integer sequence of an arbitrary length (n1, n2, n3, . . .),

1  nk  N , that satisfies the switching constrains [i.e.,

nk+1 2 F (nk)] such the functional

J = Tr

⇣
Ô · · · Kn3 [Kn2 [Kn1 [⇢̂0]]] · · ·

⌘
! max (2)

is maximized for the given hermitian Ô and the initial

state ⇢̂0.

A(x, p) = R(x) exp

✓
i

Z x
U

0
(⇠)

R2(⇠)
d⇠

◆
(3)

D[⇢̂] =
1

~

✓
Â⇢̂Â

† � 1

2
⇢̂Â

†
Â� 1

2
Â

†
Â⇢̂

◆
(4)

D
� U

0
(x)

E
=

DX

k

ckx
k
E
=

X

k

ck

D
x
k
E

(5)
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Ehrenfest is cooler than Schrödinger!

[x̂, p̂] = i!

ODM: Quantum Mechanics
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[10]. As a result, a long-sought model encompassing both
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each fine tuned to be adequate for a specific system. We
finally fulfill this need by utilizing the paradigm of oper-
ational dynamic modeling (ODM) [14] designed to derive
dynamical models satisfying a priori specified Ehrenfest
theorems.

The dynamics of a classical brownian particle of mass
m interacting with an environment at temperature T and
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One-dimensional dynamics is assumed throughout since
generalization to higher spacial dimensions is straightfor-
ward.
It is believed [10, 16] that these Ehrenfest theorems

should be valid in the quantum case for a su�ciently high
temperature, otherwise the uncertainty principle may be
violated because in this case
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x�

2
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where �x =
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hx2i � hxi2 and �p =
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standard deviations of coordinate and momentum, re-
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This circumstance suggests that a quantum brownian
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where the unknown terms denoted by O(~) (i.e., of or-
der of ~) should lead to uncertainty principle preserv-

We want to represent 
dynamics in Hilbert space

⟨Â⟩(t) = ⟨Ψ(t)|Â|Ψ(t)⟩

i!|dΨ(t)/dt⟩ = Ĥ |Ψ(t)⟩

Koopman-von Neumann classical mechanics
i.e.

Newton mechanics



[x̂,
p̂] =

0

ODM: Koopman-von Neumann 
Classical Mechanics

B. O. Koopman, PNAS USA 17, 315 (1931)
J. von Neumann, Ann. Math. 33, 587 (1932)



Liouvillian
Classical Mechanics

Koopman-von 
Neumann

Classical Mechanics
=

2

⇢(x, p; t) = |hp x | (t)i |
2,


@

@t
+

p

m

@

@x
� U 0(x)

@

@p

�
⇢(x, p; t) = 0. (4)

Note that the classical wave function and the classical
probability distribution satisfy the same dynamical equa-
tion, which reflects the physical irrelevance of the phase
of a classical wave function.

In recent work [21], we put forth operational dynam-
ical modeling as a systematic theoretical framework for
deducing equations of motion from the evolution of aver-
age values. First, starting from the Ehrenfest theorems
[22], we obtained the Schrödinger equation if the mo-
mentum and coordinate operators obeyed the canonical
commutation relation, and the KvN equation (1) if the
momentum and coordinate operators commuted. Then,
applying the same technique to the Ehrenfest theorems,

m
d

dt
h (t)| x̂q | (t)i = h (t)| p̂q | (t)i ,

d

dt
h (t)| p̂q | (t)i = h (t)| � U 0(x̂q) | (t)i , (5)

with a generalization [x̂q, p̂q] = i~ (0 6  6 1) and
demanding a smooth classical limit  ! 0, we have es-
tablished existence of the uniquely defined operator Ĥqc

such that

i~ d

dt
| (t)i = Ĥqc | (t)i ,

Ĥqc =
~
m
p̂�̂x +

1


U

✓
x̂ �

~
2
�̂p

◆
�

1


U

✓
x̂+

~
2
�̂p

◆
,

x̂q = x̂ � ~�̂p/2, p̂q = p̂+ ~�̂x/2, (6)

where x̂q and p̂q represent the quantum coordinate and

momentum respectively, x̂, p̂, �̂x, and �̂p are the same
classical operators as in equation (2), and  denotes the
degree of quantumness/commutativity:  ! 1 corre-
sponds to quantum mechanics whereas  ! 0 recovers
classical mechanics, lim!0 Ĥqc = ~L̂. See figure 1 for
a pictorial summary of these derivations thoroughly pre-
sented in [21].

A crucial point for our current discussion is that this
unified wave function | i (t is dropped henceforth) in
the xp-representation is proportional to the Wigner func-
tion W ,

hp x | i =
p

2⇡~W (x, p),

W (x, p) =

Z
dy

2⇡~⇢
⇣
x �

y

2
, x+

y

2

⌘
eipy/(~), (7)

where ⇢ denotes the density matrix with ~ replaced by
~ [21]. Straightforward calculations show that the nor-
malization condition for the unified wave function implies
that the density matrix must correspond to a pure state,

h  | i = 1 () ⇢̂2 = ⇢̂. (8)

Ehrenfest)theorems)

We reversed the logic: The Schrödinger equation was derived from the Ehrenfest theorems

(4) assuming the momentum and coordinate operators obeyed the canonical commutation

relation (15).

Unification of Classical and Quantum Mechanics. (For a detailed discussion see Sec. III

in Ref. [27].) The only fundamental di�erence between classical and quantum mechanics

is that the momentum and coordinate operators commute in the former case and do not

commute in the latter [31, 32]. We say that the operators x̂, p̂, �̂x, and �̂p obeying Eq. (10)

form the classical operator algebra. The quantum operator algebra consists of the operators

x̂q, p̂q, �̂x, and �̂p satisfying

[x̂q, p̂q] = i~�, [x̂q, �̂x] = [p̂q, �̂p] = i, (20)

0 6 � 6 1, and all the other commutators vanish. The operators �̂x and �̂p are simply

introduced so that the quantum algebra resembles the classical algebra. The limit � ! 0

defines the quantum-to-classical transition with the quantum algebra smoothly transforming

into the classical one as � ! 0. Since ~ enters in the time derivative of Schödinger equation

(17) as well as in the commutator relationship (15), the limit ~ ! 0 encompasses more than

the criterion that the coordinate and momentum operators must commute in the classical

limit. This situation motivated the introduction of the parameter �.

As the first step towards unification of both mechanics, we apply the Ehrenfest quanti-

zation to

m
d

dt
h�(t)| x̂q |�(t)i = h�(t)| p̂q |�(t)i ,

d

dt
h�(t)| p̂q |�(t)i = h�(t)| � U �(x̂q) |�(t)i , (21)

and derive the Hamiltonian

Ĥ =
1

�


p̂2

q

2m
+ U(x̂q)

�
+ F

⇣
p̂q � ~��̂x, x̂q + ~��̂p

⌘
, (22)

such that i~ |d�(t)/dti = Ĥ |�(t)i, where F is an arbitrary real-valued smooth function.

Note that no Ehrenfest theorems for the observables Ô = O (x̂q, p̂q) can specify the function

F because [F̂ , Ô] = 0. Hence, the function F is experimentally undetectable. We shall

utilize this freedom by finding an F which enforces Hamiltonian (22) smoothly transforms

to becoming the Liouvillian (12) in the classical limit.
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with the adjective “quantum” removed. Importantly, we will demonstrate below that they

are su�cient to capture all the features of both quantum and classical mechanics.

Koopman and von Neumann [6, 7] pioneered the recasting of classical mechanics in a form

similar to quantum mechanics by introducing classical complex valued wave functions and

representing associated physical observables by means of commuting self-adjoint operators

(regarding modern developments and applications see Refs. [8–22]).

Our operational formulation is closely related to the approach proposed in Ref. [23]

and recently successfully implemented for quantum state tomography [24, 25]. Regarding

developments of other operational approaches see Ref. [26] and references therein.

Equations (3) rewritten in terms of the axioms are

m
d

dt
h�(t)| x̂ |�(t)i = h�(t)| p̂ |�(t)i ,

d

dt
h�(t)| p̂ |�(t)i = h�(t)| � U �(x̂) |�(t)i . (4)

Inference of Classical Mechanics. Let x̂ and p̂ be self-adjoint operators representing the

coordinate and momentum observables. The commutation relationship

[x̂, p̂] = 0, (5)

encapsulates two basic experimental facts of classical kinematics: i) the position and mo-

mentum can be measured simultaneously with arbitrary accuracy, ii) observed values do not

depend on the order of measurements taken. In terms of our axioms, dynamical observations

of the classical particle’s position and momentum are summarized in Eqs. (4), which are

Newton’s equations averaged over ensemble.

We now derive the equation of motion for a classical wave function |�(t)i. The application

of the chain rule to Eqs. (4) gives

hd�/dt| x̂ |�i + h�| x̂ |d�/dti = h�| p̂/m |�i ,

hd�/dt| p̂ |�i + h�| p̂ |d�/dti = h�| � U �(x̂) |�i , (6)

into which we substitute a consequence of Stone’s theorem (see Sec. I of Ref. [27])

i |d�(t)/dti = L̂ |�(t)i , (7)

and obtain

im h�(t)| [L̂, x̂] |�(t)i = h�(t)| p̂ |�(t)i ,

i h�(t)| [L̂, p̂] |�(t)i = � h�(t)| U �(x̂) |�(t)i . (8)

4

Inference of Quantum Mechanics. The hallmark of quantum kinematics is the canonical

commutation relation

[x̂, p̂] = i~, (15)

which implies i) the Heisenberg uncertainty principle, ii) the order of performing measure-

ments of the coordinate and momentum does matter [5]. The evolution of expectation values

of the quantum coordinate and momentum is governed by the Ehrenfest theorems (4).

Before proceeding further, we clarify misunderstandings. There is a widespread belief

that the Ehrenfest theorems cannot shed light on the quantum-to-classical transition. Such

claims are partially due to a terminological disagreement. Ehrenfest [28] derived Eqs. (4) to

which we will exclusively refer to as “the Ehrenfest theorems”. However, the same label is

often applied to mean that the centroid of a narrow wave-packed follows a classical trajectory,

i.e.,

m
d

dt
h�(t)| x̂ |�(t)i = h�(t)| p̂ |�(t)i ,

d

dt
h�(t)| p̂ |�(t)i � �U � (h�(t)| x̂ |�(t)i) . (16)

While Eqs. (4) are rigorous mathematical identities, Eqs. (16) are pseudo-theorems based

on the assertion of a physical approximation, which is shown to be incorrect [29, 30].

We repeat the algorithm exercised in classical mechanics above. Substituting the defini-

tion of the motion generator Ĥ obtain from Stone’s theorem (see Sec. I in Ref. [27])

i~ |d�(t)/dti = Ĥ |�(t)i , (17)

into Eqs. (4), we obtain

im[Ĥ, x̂] = ~p̂, i[Ĥ, p̂] = �~U �(x̂). (18)

Assuming Ĥ = H(x̂, p̂) and utilizing Theorem 1 from Ref. [27], the commutation elations

in Eq. (18) reduces to mH �
p(x, p) = p and H �

x(x, p) = U �(x). Whence, the familiar quantum

Hamiltonian readily follows

Ĥ = p̂2/(2m) + U(x̂). (19)

The current presentation o�ers a new perspective from the standard treatment when

the Ehrenfest theorems are expressed as consequences of the quantum mechanical axioms.
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Schrödinger)
equa5on!

KvN/Liouville)
equa5on!

Equa5on)for)
Wigner)func5on)

FIG. 1: The derivation of quantum mechanics, classical me-
chanics, and quantum mechanical phase space representation
within operational dynamical modeling proposed in [21].

(a)$

(b)$ (c)$

FIG. 2: Negativity in the KvN classical mechanics and quan-
tum mechanics for the Morse potential, U(x) = 20(1 �
e�0.16x)2 in atomic units (a.u.). Note that negativity and
positivity are not conserved during quantum evolution. Plot
(b) shows the solution of equation (3) at time t = 20 a.u.
corresponding to the initial condition at t = 0 displayed in
figure (a). Plot (c) – the solution of equation (6) at t = 20
a.u. with the initial condition (a).

F̄ =

∫
dxdp ρ(x, p)F (x, p)

Wigner function’s negativity demystified
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1Department of Chemistry, Princeton University, Princeton, NJ 08544, USA
2Present address: Department of Chemistry, Northwestern University, Evanston, IL 60208, USA

(Dated: November 3, 2012)

As early as 1932 Wigner [1] defined the joint distribution for the coordinate and momentum of
a quantum particle. Despite a drawback of being sometimes negative, the Wigner distribution has
stood the test of time and found many applications. Having demonstrated that the Wigner function
of a pure quantum state is a wave function in the specially tuned Dirac bra-ket formalism, we argue
that the Wigner function is in fact a probability amplitude for the quantum particle to be at a
certain point of the classical phase space. Since probability amplitude need not be positive, our
findings elucidate the long-standing mystery of the Wigner function’s negativity. Additionally, we
establish that in the classical limit, the Wigner function transforms into a classical Koopman-von
Neumann wave function [2–5] rather than into a classical probability distribution. As a result,
contrary to widespread beliefs, the volume of negative regions in the Wigner distribution cannot
quantify the degree of quantum character; while, variations in the negativity (or positivity) during
evolution is a genuine signature of quantum dynamics. Our results identify what quantum processes
are implementable by classical means, which is an open question in quantum information theory
[6]: A negativity (or positivity) preserving process can be realized by classical simulations, whereas
non-preserving evolution can only be quantum.

In his seminal work [1], Wigner defined the combined
distribution of the quantum particle’s coordinate and mo-
mentum in terms of the wave function. Since then, this
function, bearing his name, plays a paramount role in
the phase space formulation of quantum mechanics [7], is
a standard tool for establishing the quantum-to-classical
interface [8–10], and has a broad range of applications in
optics and signal processing [11]. Techniques for the ex-
perimental measurement of the Wigner function are also
developed [10, 12–14]. Despite its ubiquity, the Wigner
function is haunted by the obscure feature of possibly
being negative. Wigner [15] upgraded this peculiarity to
a mystery by demonstrating that his function is the only
one satisfying a reasonable set of axioms for a joint prob-
ability distribution. Subsequently, the Wigner function’s
negativity motivated the development of a mathematical
framework for handling negative probabilities [16, 17].
Moreover, it is widely believed that the presence of neg-
ative regions in the Wigner distribution is an authentic
sign of quantum character. Even though doubts were
cast on the validity of such an interpretation [18–20], the
implications of the negativity has remained unclear.

In this Letter we clarify the origin of the negativity
by advocating the following interpretation: The Wigner
function is a probability amplitude for a quantum parti-
cle to be at a certain point of the classical phase space,
i.e., the Wigner function is a wave function analogous to
the Koopman von-Neumann (KvN) wave function of a
classical particle.

Around the time the Wigner distribution was con-

⇤Electronic address: dbondar@princeton.edu
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ceived, Koopman and von Neumann [2–5] recast classical
mechanics in a form similar to quantum mechanics by
introducing classical complex valued wave functions and
representing associated physical observables by means of
commuting self-adjoint operators. In particular, it was
postulated that the wave function | (t)i of a classical
particle obeys the following equation of motion:

i
d

dt
| (t)i = L̂ | (t)i , L̂ =

p̂

m
�̂x � U 0(x̂)�̂p, (1)

[x̂, �̂x] = [p̂, �̂p] = i,

[x̂, p̂] = [x̂, �̂p] = [p̂, �̂x] = [�̂x, �̂p] = 0. (2)

Without loss of generality one-dimensional systems are
considered throughout. Since the self-adjoint opera-
tors representing the classical observables of coordi-
nate x̂ and momentum p̂ commute, they share a com-
mon set of orthogonal eigenvectors |p xi such that 1 =R
dpdx |p xi hp x|. In the KvN classical mechanics, all

observables are functions of x̂ and p̂. The expectation
value of an observable F̂ = F (x̂, p̂) at time t equals to
h (t)| F̂ | (t)i. The probability amplitude hp x | (t)i for
a classical particle to be at point x with momentum p at
time t is found to satisfy


@

@t
+

p

m

@

@x
� U 0(x)

@

@p

�
hp x | (t)i = 0. (3)

This is the evolution equation for the classical wave func-
tion in the xp- representation, where x̂ = x, �̂x =
�i@/@x, p̂ = p, and �̂p = �i@/@p in order to satisfy
the commutation relations (2). Utilizing the chain rule
and equation (3), we obtain the well known classical Liou-
ville equation for the phase-space probability distribution

[x̂, p̂] = 0

F̄ = ⟨Ψ|F (x̂, p̂)|Ψ⟩

2

⇢(x, p; t) = |hp x | (t)i |
2,


@

@t
+

p

m

@

@x
� U 0(x)

@

@p

�
⇢(x, p; t) = 0. (4)

Note that the classical wave function and the classical
probability distribution satisfy the same dynamical equa-
tion, which reflects the physical irrelevance of the phase
of a classical wave function.

In recent work [21], we put forth operational dynam-
ical modeling as a systematic theoretical framework for
deducing equations of motion from the evolution of aver-
age values. First, starting from the Ehrenfest theorems
[22], we obtained the Schrödinger equation if the mo-
mentum and coordinate operators obeyed the canonical
commutation relation, and the KvN equation (1) if the
momentum and coordinate operators commuted. Then,
applying the same technique to the Ehrenfest theorems,

m
d

dt
h (t)| x̂q | (t)i = h (t)| p̂q | (t)i ,

d

dt
h (t)| p̂q | (t)i = h (t)| � U 0(x̂q) | (t)i , (5)

with a generalization [x̂q, p̂q] = i~ (0 6  6 1) and
demanding a smooth classical limit  ! 0, we have es-
tablished existence of the uniquely defined operator Ĥqc

such that

i~ d

dt
| (t)i = Ĥqc | (t)i ,

Ĥqc =
~
m
p̂�̂x +

1


U

✓
x̂ �

~
2
�̂p

◆
�

1


U

✓
x̂+

~
2
�̂p

◆
,

x̂q = x̂ � ~�̂p/2, p̂q = p̂+ ~�̂x/2, (6)

where x̂q and p̂q represent the quantum coordinate and

momentum respectively, x̂, p̂, �̂x, and �̂p are the same
classical operators as in equation (2), and  denotes the
degree of quantumness/commutativity:  ! 1 corre-
sponds to quantum mechanics whereas  ! 0 recovers
classical mechanics, lim!0 Ĥqc = ~L̂. See figure 1 for
a pictorial summary of these derivations thoroughly pre-
sented in [21].

A crucial point for our current discussion is that this
unified wave function | i (t is dropped henceforth) in
the xp-representation is proportional to the Wigner func-
tion W ,

hp x | i =
p

2⇡~W (x, p),

W (x, p) =

Z
dy

2⇡~⇢
⇣
x �

y

2
, x+

y

2

⌘
eipy/(~), (7)

where ⇢ denotes the density matrix with ~ replaced by
~ [21]. Straightforward calculations show that the nor-
malization condition for the unified wave function implies
that the density matrix must correspond to a pure state,

h  | i = 1 () ⇢̂2 = ⇢̂. (8)

Ehrenfest)theorems)

We reversed the logic: The Schrödinger equation was derived from the Ehrenfest theorems

(4) assuming the momentum and coordinate operators obeyed the canonical commutation

relation (15).

Unification of Classical and Quantum Mechanics. (For a detailed discussion see Sec. III

in Ref. [27].) The only fundamental di�erence between classical and quantum mechanics

is that the momentum and coordinate operators commute in the former case and do not

commute in the latter [31, 32]. We say that the operators x̂, p̂, �̂x, and �̂p obeying Eq. (10)

form the classical operator algebra. The quantum operator algebra consists of the operators

x̂q, p̂q, �̂x, and �̂p satisfying

[x̂q, p̂q] = i~�, [x̂q, �̂x] = [p̂q, �̂p] = i, (20)

0 6 � 6 1, and all the other commutators vanish. The operators �̂x and �̂p are simply

introduced so that the quantum algebra resembles the classical algebra. The limit � ! 0

defines the quantum-to-classical transition with the quantum algebra smoothly transforming

into the classical one as � ! 0. Since ~ enters in the time derivative of Schödinger equation

(17) as well as in the commutator relationship (15), the limit ~ ! 0 encompasses more than

the criterion that the coordinate and momentum operators must commute in the classical

limit. This situation motivated the introduction of the parameter �.

As the first step towards unification of both mechanics, we apply the Ehrenfest quanti-

zation to

m
d

dt
h�(t)| x̂q |�(t)i = h�(t)| p̂q |�(t)i ,

d

dt
h�(t)| p̂q |�(t)i = h�(t)| � U �(x̂q) |�(t)i , (21)

and derive the Hamiltonian

Ĥ =
1

�


p̂2

q

2m
+ U(x̂q)

�
+ F

⇣
p̂q � ~��̂x, x̂q + ~��̂p

⌘
, (22)

such that i~ |d�(t)/dti = Ĥ |�(t)i, where F is an arbitrary real-valued smooth function.

Note that no Ehrenfest theorems for the observables Ô = O (x̂q, p̂q) can specify the function

F because [F̂ , Ô] = 0. Hence, the function F is experimentally undetectable. We shall

utilize this freedom by finding an F which enforces Hamiltonian (22) smoothly transforms

to becoming the Liouvillian (12) in the classical limit.
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with the adjective “quantum” removed. Importantly, we will demonstrate below that they

are su�cient to capture all the features of both quantum and classical mechanics.

Koopman and von Neumann [6, 7] pioneered the recasting of classical mechanics in a form

similar to quantum mechanics by introducing classical complex valued wave functions and

representing associated physical observables by means of commuting self-adjoint operators

(regarding modern developments and applications see Refs. [8–22]).

Our operational formulation is closely related to the approach proposed in Ref. [23]

and recently successfully implemented for quantum state tomography [24, 25]. Regarding

developments of other operational approaches see Ref. [26] and references therein.

Equations (3) rewritten in terms of the axioms are

m
d

dt
h�(t)| x̂ |�(t)i = h�(t)| p̂ |�(t)i ,

d

dt
h�(t)| p̂ |�(t)i = h�(t)| � U �(x̂) |�(t)i . (4)

Inference of Classical Mechanics. Let x̂ and p̂ be self-adjoint operators representing the

coordinate and momentum observables. The commutation relationship

[x̂, p̂] = 0, (5)

encapsulates two basic experimental facts of classical kinematics: i) the position and mo-

mentum can be measured simultaneously with arbitrary accuracy, ii) observed values do not

depend on the order of measurements taken. In terms of our axioms, dynamical observations

of the classical particle’s position and momentum are summarized in Eqs. (4), which are

Newton’s equations averaged over ensemble.

We now derive the equation of motion for a classical wave function |�(t)i. The application

of the chain rule to Eqs. (4) gives

hd�/dt| x̂ |�i + h�| x̂ |d�/dti = h�| p̂/m |�i ,

hd�/dt| p̂ |�i + h�| p̂ |d�/dti = h�| � U �(x̂) |�i , (6)

into which we substitute a consequence of Stone’s theorem (see Sec. I of Ref. [27])

i |d�(t)/dti = L̂ |�(t)i , (7)

and obtain

im h�(t)| [L̂, x̂] |�(t)i = h�(t)| p̂ |�(t)i ,

i h�(t)| [L̂, p̂] |�(t)i = � h�(t)| U �(x̂) |�(t)i . (8)

4

Inference of Quantum Mechanics. The hallmark of quantum kinematics is the canonical

commutation relation

[x̂, p̂] = i~, (15)

which implies i) the Heisenberg uncertainty principle, ii) the order of performing measure-

ments of the coordinate and momentum does matter [5]. The evolution of expectation values

of the quantum coordinate and momentum is governed by the Ehrenfest theorems (4).

Before proceeding further, we clarify misunderstandings. There is a widespread belief

that the Ehrenfest theorems cannot shed light on the quantum-to-classical transition. Such

claims are partially due to a terminological disagreement. Ehrenfest [28] derived Eqs. (4) to

which we will exclusively refer to as “the Ehrenfest theorems”. However, the same label is

often applied to mean that the centroid of a narrow wave-packed follows a classical trajectory,

i.e.,

m
d

dt
h�(t)| x̂ |�(t)i = h�(t)| p̂ |�(t)i ,

d

dt
h�(t)| p̂ |�(t)i � �U � (h�(t)| x̂ |�(t)i) . (16)

While Eqs. (4) are rigorous mathematical identities, Eqs. (16) are pseudo-theorems based

on the assertion of a physical approximation, which is shown to be incorrect [29, 30].

We repeat the algorithm exercised in classical mechanics above. Substituting the defini-

tion of the motion generator Ĥ obtain from Stone’s theorem (see Sec. I in Ref. [27])

i~ |d�(t)/dti = Ĥ |�(t)i , (17)

into Eqs. (4), we obtain

im[Ĥ, x̂] = ~p̂, i[Ĥ, p̂] = �~U �(x̂). (18)

Assuming Ĥ = H(x̂, p̂) and utilizing Theorem 1 from Ref. [27], the commutation elations

in Eq. (18) reduces to mH �
p(x, p) = p and H �

x(x, p) = U �(x). Whence, the familiar quantum

Hamiltonian readily follows

Ĥ = p̂2/(2m) + U(x̂). (19)

The current presentation o�ers a new perspective from the standard treatment when

the Ehrenfest theorems are expressed as consequences of the quantum mechanical axioms.
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Schrödinger)
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FIG. 1: The derivation of quantum mechanics, classical me-
chanics, and quantum mechanical phase space representation
within operational dynamical modeling proposed in [21].

(a)$

(b)$ (c)$

FIG. 2: Negativity in the KvN classical mechanics and quan-
tum mechanics for the Morse potential, U(x) = 20(1 �
e�0.16x)2 in atomic units (a.u.). Note that negativity and
positivity are not conserved during quantum evolution. Plot
(b) shows the solution of equation (3) at time t = 20 a.u.
corresponding to the initial condition at t = 0 displayed in
figure (a). Plot (c) – the solution of equation (6) at t = 20
a.u. with the initial condition (a).



• Tunneling is a quantum hallmark effect
• Coupling to bath destroys coherence, thereby 

suppressing tunneling rates 

ODM: Reservoir engineering

Not so fast!
Let’s use ODM to find environment that 

enhance tunneling rates



Wigner function for tunneling



The Wigner quasi probability distribution

Time / Frequency

Am
pl

itu
de

Time

Fr
eq

ue
nc

y

(similar to density matrix) (similar to Wigner function)

Wave packet explosion via quantum friction
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Dissipative forces are ubiquitous and thus constitute an essential part of realistic quantum me-
chanical models. However, quantization of dissipative forces has remained an open challenge for
nearly a century. We construct a quantum counterpart of non-relativistic and relativistic classical
friction, a dissipative force acting against the direction of motion with the magnitude proportional
to the particle’s velocity. In particular, a Lindblad master equation is derived satisfying the appro-
priate dynamical relations for observables (i.e., the Ehrenfest theorems). These findings not only
complete a long search for a universally valid Lindblad model of quantum friction, but also unveil
wave packet super-di↵usion induced by quantized friction, which defies any classical interpretation.

PACS numbers: 03.65.Ta, 03.65.Ca, 03.65.Yz

We employ the phase space representation of quan-
tum mechanics throughout [50–52], where an observable
O = O(x, p) is assumed to be a real-valued function of
coordinate x and momentum p, and system’s state is rep-
resented by the Wigner function W = W (x, p). The av-
erage of an observable O is defined by

W (x, p) =

Z
d�p

2⇡
hx� ~�p/2|⇢̂|x+ ~�p/2ieip�p

hOi =
Z

O(x, p)W (x, p)dxdp. (1)

Our aim is to find the evolution equation for the Wigner
function in the Lindblad form

d

dt
W =� i

~ (H ?W �W ?H) +D[W ], (2)

H =p2/(2m) + U(x), (3)

D[W ] =
�

~

⇣
A ?W ?A⇤

� 1

2
W ?A⇤ ?A� 1

2
A⇤ ?A ?W

⌘
, (4)

satisfying the following Ehrenfest theorems

d

dt
hxi = 1

m
hpi, (5)

d

dt
hpi = �hU 0(x)i � 2�h sign (p)f2(p)i, (6)

which characterize motion of a particle of mass m in-
teracting with an environment that induces a velocity
dependent friction force acting against the direction of
motion; � is a friction coe�cient. Relations (24) and
(25) present a generalization of the Ehrenfest theorems
studied in [22, 25, 33, 34] with f(p) =

p
|p|.

⇤Electronic address: dbondar@princeton.edu

In Eqs. (21)-(22), ? denotes the Moyal product [50–52]

? = exp
i~
2

  �
@

@x

�!
@

@p
�
 �
@

@p

�!
@

@x

!
, (7)

which is a result of mapping the non-commutative matrix
product in the Hilbert space into the phase space.
Substituting Eqs. (1) and (21) into Eqs. (24)-(25), we

obtain equations for an unknown function A = A(x, p),
defining the Lindblad dissipator,

A⇤ ?
@A

@p
� @A⇤

@p
?A = 0, (8)

A⇤ ?
@A

@x
� @A⇤

@x
?A = �4i sign (p)f2(p). (9)

Nevertheless, the former is amenable to a perturbation
theory solution with respect to the “small” parameter ~.
Substituting the expansion

A =
1X

n=0

An~n (10)

into Eq. (50) and expanding the Moyal star in powers
of ~, one obtains the equation for the zero-order approx-
imation

A⇤
0
@A0

@p
� @A⇤

0

@p
A0 = 0, (11)

A⇤
0
@A0

@x
� @A⇤

0

@x
A0 = �4i sign (p)f2(p), (12)

whose general solution reads

A0(x, p) = |f(p)|
p
2/G0(x) [i+ sign (p)G(x)] , (13)

where G(x) is an arbitrary monotonically increasing real
valued function. Similar to the function G(x) that
emerged in the zero-order solution (54), additional un-
determined free functions appear at each step of the per-
turbation theory determining An.



Quantum reservoirs engineering

[arXiv:1611.02736]

Observations 
(Operational Dynamical)

Math formalism
(Modeling)

Master equation

Particle does not feel 
potential barrier

Particle feels potential 
barrier

Quantized friction force: Lindbladian model satisfying Ehrenfest theorems
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We construct a quantum counterpart of classical friction, a dissipative force acting against the
direction of motion with the magnitude proportional to particle’s velocity. In particular, a Lind-
blad master equation is derived satisfying the appropriate dynamical relations for observables (i.e.,
the Ehrenfest theorems). These findings significantly advance a long search for a universal valid
Lindbladian model of quantum friction.

PACS numbers: 03.65.Ta, 03.65.Ca, 03.65.Yz

Realistic models of quantum systems must include dis-
sipative interactions with an environment, which may be
of various nature starting from a vacuum and ending
with a thermal bath. Nevertheless, construction of physi-
cally consistent quantum models of dissipative forces has
been a long standing problem since the birth of quan-
tum mechanics (see, e.g., Refs.[1–4]). A common frame-
work for describing open quantum systems is to repre-
sent the state of the system by a density matrix, whose
evolution is governed by the Lindblad equation [5, 6].
In this report, we substantially advance the on-going ef-
fort [7–11] to construct the model of quantum friction,
whose classical counterpart is a force proportional to
the particle’s velocity (i.e., F = �2�mẋ) by propos-
ing the Lindbladian model whose average values obey
the observed dynamical relations (known as the Ehren-
fest theorems). Current quantum friction models can be
broadly divided as i) either Lindbladian but non-obeying
the Ehrenfest theorems (see, e.g., Refs. [7–9, 11]), ii) or
non-Lindbladian satisfying the Ehrenfest theorems (see,
e.g., Refs. [3, 12]). This state of the field is unsatisfactory
because non-Lindbladian master equations are known to
lead to negative probabilities [13], whereas the violation
of the Ehrenfest theorems lead to unphysical artifacts
[10]. As a result, a long-sought model encompassing both
features has been substituted by a plethora of models
each fine tuned to be adequate for a specific system. We
finally fulfill this need by utilizing the paradigm of oper-
ational dynamic modeling (ODM) [14] designed to derive
dynamical models satisfying a priori specified Ehrenfest
theorems.

The dynamics of a classical brownian particle of mass
m interacting with an environment at temperature T and
friction coe�cient 2� obeys the following Ehrenfest the-

orems [10, 15]:

d

dt
hxi = 1

m
hpi,

d

dt
hpi = �hU 0(x)i � 2�hpi, � � 0,

d

dt
hx2i = 1

m
hpx+ xpi,

d

dt
hpx+ xpi = 2

m
hp2i � 2hxU 0(x)i � 2�hpx+ xpi,

d

dt
hp2i = �hpU 0(x) + U 0(x)pi � 4�hp2i+ 4m�kT.

(1)

One-dimensional dynamics is assumed throughout since
generalization to higher spacial dimensions is straightfor-
ward.
It is believed [10, 16] that these Ehrenfest theorems

should be valid in the quantum case for a su�ciently high
temperature, otherwise the uncertainty principle may be
violated because in this case

�2
x�

2
p ! (kT )2t/�, (�t ! 1)

where �x =
p

hx2i � hxi2 and �p =
p
hp2i � hpi2 are

standard deviations of coordinate and momentum, re-
spectively.
This circumstance suggests that a quantum brownian

particle should obey

d

dt
hxi = 1

m
hpi+O(~), (2)

d

dt
hpi = �hU 0(x)i � 2�hpi+O(~), (3)

d

dt
hx2i = 1

m
hpx+ xpi+O(~), (4)

d

dt
hpx+ xpi = 2

m
hp2i � 2hxU 0(x)i � 2�hpx+ xpi+O(~),

(5)

d

dt
hp2i = �hpU 0(x) + U 0(x)pi � 4�hp2i+ 4m�kT +O(~),

(6)

where the unknown terms denoted by O(~) (i.e., of or-
der of ~) should lead to uncertainty principle preserv-

We get unknown Lindbladian operator
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I. INTRODUCTION

Steering dynamics of quantum stems underlines quan-

tum technologies o↵ering unique prospects of revolution-

izing metrology, information processing, and matter ma-

nipulation. Dynamics of a quantum system is typically

controlled via coupling to an auxiliary system. There are

two distinct physical regimes: coherent quantum control

utilizing a coherent quantum system (most commonly

laser light) as the axillary, and quantum reservoir engi-

neering where a thermodynamic bath is used. Extensive

research shows that in general the more flexible the aux-

iliary is, the better the quantity of control is achievable.

A flexible auxiliary demands the versatility of labo-

ratory equipment, which reflects on the cost of experi-

ments. However, in order for quantum technologies to

achieve widespread applications, it is imperative to re-

strict experimental designs to cheap equipment o↵erings

very constrained control resources. For concreteness,

consider telecommunication laser diodes: they are inex-

pensive, mass produced, and reliable. They typically pro-

duce sequences of binary (0/1) electromagnetic pulses,

where 0 stands for no light and 1 light at the maximum

power is emitted. The shape of attainable control pulses

may be further restricted by the fact that for the stability

consideration diode should not be continuously on. For

example, after continuously emitting a certain number of

1s, a sequence of zeros of some minimal length must fol-

low. Restrictions of this type will be called the switching

constrains for controls.

In an experimental settings utilizing on/o↵ laser

diodes, the problem of controlling a quantum system con-

sists in finding the sequence of binary pulses that obey

the switching constrains and maximize the value of an

objective function.

The rest of the paper is structured is as follows: We

mathematically formulate the problem in Sec. II.

II. THE PROBLEM FORMULATION

Let a quantum system state be represented by a den-

sity matrix ⇢̂. A physical process transforming the initial

density matrix ⇢̂ini into the final state Kn [⇢̂ini] can be

represented by the Krauss map

Kn[�] =

X

k

K̂
k
n �

⇣
K̂

k
n

⌘†
,

X

k

⇣
K̂

k
n

⌘†
K̂

k
n = 1̂. (1)

We assume we have an access to N controls. The trans-

formation of the system’s state under the action of the

control n = 1, . . . , N can be represented by the Krauss

map Kn [Eq. (1)]. Th switching constrains are repre-

sented by the function F (n) returning a set of accessible

controls from the current control n .

The problem is to find a control policy, given by an

integer sequence of an arbitrary length (n1, n2, n3, . . .),

1  nk  N , that satisfies the switching constrains [i.e.,

nk+1 2 F (nk)] such the functional

J = Tr

⇣
Ô · · · Kn3 [Kn2 [Kn1 [⇢̂0]]] · · ·

⌘
! max (2)

is maximized for the given hermitian Ô and the initial

state ⇢̂0.

A(x, p) = R(x) exp

✓
i

Z x
U

0
(⇠)

R2(⇠)
d⇠

◆
(3)
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We want our model to be 
Lindbladian, i.e.,

2

ing dynamics even in the low temperature limit. Here-
inafter, we focus on the low-temperature limit by setting
T = 0. Note that the term 4m�kT in Eq. (6) is known
to be generated by dephasing dynamics, described by the
Lindbladian dissipator (see, e.g., see Eq. (10) below with
Â =

p
4mkT/~x̂ ).

According to the recently introduced paradigm of
ODM [14], equations of motion can be deduced from the
following three inputs: (i) the definition of the average of
an observable, (ii) the algebra of observables, and (iii)
time-dependent evolution of averaged values (i.e., the
Ehrenfest theorems). This formalism has already pro-
vided new interpretation of the Wigner function [17],
unveiled conceptual inconstancies in finite-dimensional
quantum mechanics [18], formulated dynamical models in
topologically nontrivial spaces [19], advanced the study
of quantum-classical hybrids [20], and lead to develop-
ment of e�cient numerical techniques [21, 22].

Since we deal with an open quantum system, we repre-
sent its state by a density matrix ⇢̂ such that the average
of an observable Ô is given by

hÔi = Tr [Ô⇢̂(t)]. (7)

An observable Ô = O(x̂, p̂) is assumed to be a function of
the coordinate x̂ and momentum p̂ that obey the canon-
ical commutation relation,

[x̂, p̂] = i~. (8)

Our aim is to find the evolution equation for the density
matrix in the Lindblad form

d

dt
⇢̂ = � i

~ [Ĥ, ⇢̂] +D[⇢], (9)

D[⇢] =
�

~

✓
Â⇢̂Â† � 1

2
{⇢̂, Â†Â}

◆
, (10)

Ĥ = p̂2/(2m) + U(x̂). (11)

Substituting Eqs. (7) and (9) into Eqs. (2) and (3) and
utilizing the identities

[A(x̂, p̂), p̂] = i~@Â/@x̂, [A(x̂, p̂), x̂] = �i~@Â/@p̂,
(12)

that follow from Eq. (8), we obtain

Tr

" 
Â† @Â

@p̂
� @Â†

@p̂
Â

!
⇢̂

#
= O(~), (13)

Tr

" 
Â† @Â

@x̂
� @Â†

@x̂
Â

!
⇢̂

#
= �4iTr [p̂⇢̂] +O(~). (14)

Since these identities should be valid for any state ⇢̂, then

Â† @Â

@p̂
� @Â†

@p̂
Â = O(~),

Â† @Â

@x̂
� @Â†

@x̂
Â = �4ip̂+O(~). (15)

This system of equations is very convenient to elucidate
why Lindbladian models of quantum friction in Refs. [7–
9, 11] do not obey the Ehrenfest theorems. These models
employ an Â that is a linear combinations of the coor-
dinate and momentum operators. However, as we shall
now establish, no Lindbladian dynamics with an Â linear
in their fashion satisfies the Ehrenfest theorems (2) and
(3). Indeed, substituting Â = ax̂+bp̂ into Eq. (15) leads
to

(a⇤b� ab⇤)x̂ = O(~), (a⇤b� ab⇤)p̂ = 4ip̂+O(~),

where a contradiction becomes evident after equating
terms of the same order of ~. This conclusion holds in
the case of Lindbladian models with several such Â op-
erators.
Equations (15) for the unknown operator Â = A(x̂, p̂)

is defined as a function of the non-commutative variables
within the Weyl calculus [23–25]. Performing the Weyl
transform, we reformulate the operator identity (15) into
an equation for scalar functions defined on the phase
space

A⇤(x, p) ?
@A(x, p)

@p
� @A⇤(x, p)

@p
?A(x, p) = O(~),

A⇤(x, p) ?
@A(x, p)

@x
� @A⇤(x, p)

@x
?A(x, p) = �4ip+O(~),

(16)

where ? denotes the Moyal product [23–25]

? = exp
i~
2

  �
@

@x

�!
@

@p
�
 �
@

@p

�!
@

@x

!
. (17)

The system of Eqs. (16) is as complicated as the orig-
inal operator equation (15). Nevertheless, the former is
amenable to a perturbation theory solution with respect
to the “small” parameter ~. Substituting the expansion

A =
1X

n=0

An~n (18)

into Eq. (16) and expanding the Moyal star in powers
of ~, one obtains the equation for the zero-order approx-
imation

A⇤
0
@A0

@p
� @A⇤

0

@p
A0 = 0, A⇤

0
@A0

@x
� @A⇤

0

@x
A0 = �4ip,

(19)

whose general solution reads

A0(x, p) =
p

2|p|/G0(x) [i+ sign (p)G(x)] , (20)

where G(x) is an arbitrary monotonically increasing real
valued function. Even though expression (20) is a conse-
quence of the Ehrenfest theorems (2) and (3), this A0 in
fact obeys all Ehrenfest relations (2)-(6).
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erators.
Equations (15) for the unknown operator Â = A(x̂, p̂)
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Â† @Â
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Â† @Â
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I. INTRODUCTION

Steering dynamics of quantum stems underlines quan-

tum technologies o↵ering unique prospects of revolution-

izing metrology, information processing, and matter ma-

nipulation. Dynamics of a quantum system is typically

controlled via coupling to an auxiliary system. There are

two distinct physical regimes: coherent quantum control

utilizing a coherent quantum system (most commonly

laser light) as the axillary, and quantum reservoir engi-

neering where a thermodynamic bath is used. Extensive

research shows that in general the more flexible the aux-

iliary is, the better the quantity of control is achievable.

A flexible auxiliary demands the versatility of labo-

ratory equipment, which reflects on the cost of experi-

ments. However, in order for quantum technologies to

achieve widespread applications, it is imperative to re-

strict experimental designs to cheap equipment o↵erings

very constrained control resources. For concreteness,

consider telecommunication laser diodes: they are inex-

pensive, mass produced, and reliable. They typically pro-

duce sequences of binary (0/1) electromagnetic pulses,

where 0 stands for no light and 1 light at the maximum

power is emitted. The shape of attainable control pulses

may be further restricted by the fact that for the stability

consideration diode should not be continuously on. For

example, after continuously emitting a certain number of

1s, a sequence of zeros of some minimal length must fol-

low. Restrictions of this type will be called the switching

constrains for controls.

In an experimental settings utilizing on/o↵ laser

diodes, the problem of controlling a quantum system con-

sists in finding the sequence of binary pulses that obey

the switching constrains and maximize the value of an

objective function.

The rest of the paper is structured is as follows: We

mathematically formulate the problem in Sec. II.

II. THE PROBLEM FORMULATION

Let a quantum system state be represented by a den-

sity matrix ⇢̂. A physical process transforming the initial

density matrix ⇢̂ini into the final state Kn [⇢̂ini] can be

represented by the Krauss map

Kn[�] =

X

k

K̂
k
n �

⇣
K̂

k
n

⌘†
,

X

k

⇣
K̂

k
n

⌘†
K̂

k
n = 1̂. (1)

We assume we have an access to N controls. The trans-

formation of the system’s state under the action of the

control n = 1, . . . , N can be represented by the Krauss

map Kn [Eq. (1)]. Th switching constrains are repre-

sented by the function F (n) returning a set of accessible

controls from the current control n .

The problem is to find a control policy, given by an

integer sequence of an arbitrary length (n1, n2, n3, . . .),

1  nk  N , that satisfies the switching constrains [i.e.,

nk+1 2 F (nk)] such the functional

J = Tr

⇣
Ô · · · Kn3 [Kn2 [Kn1 [⇢̂0]]] · · ·

⌘
! max (2)

is maximized for the given hermitian Ô and the initial

state ⇢̂0.

A(x, p) = R(x) exp

✓
i

Z x
U

0
(⇠)

R2(⇠)
d⇠

◆
(3)

D[⇢̂] =
1

~

✓
Â⇢̂Â

† � 1

2
⇢̂Â

†
Â� 1

2
Â

†
Â⇢̂

◆
(4)
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the corresponding times and are provided for comparison.
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trons and not by the number of collisions. That is, the
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This explains the flat features in Fig. 3. However, for
C2/~ ⇠ 1 (single collision per unit time) the shot noise
limit is reached, and the dynamics change significantly.
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What is the mechanism?

and the effect of the bath is represented via the operators Âk

and B̂n as

DÂ½ρ̂" ¼
1

ℏ

!
Â ρ̂ Â† −

1

2
ρ̂Â†Â −

1

2
Â†Â ρ̂

"
: ð4Þ

Under these assumptions, the control problem reduces to
determining suitable forms for the operators Âk and B̂n
and providing physical evidence that the corresponding
environments can be engineered in the laboratory. Using
operational dynamical modeling [36,37], the following
expressions for Âk ¼ Akðx̂ Þ and B̂n ¼ Bnðp̂Þ are obtained,

Akðx Þ ¼ Rkðx Þ exp
!
i
Z

fkðx Þ
R2
kðx Þ

dx
"
; ð5aÞ

BnðpÞ ¼ SnðpÞ exp
!
−i

Z
gnðpÞ
S2nðpÞ

dp
"
: ð5bÞ

Here, fkðx Þ, gnðpÞ, Rkðx Þ, and SnðpÞ denote arbitrary
real valued functions such that

XK

k¼1

fkðx Þ ¼ Fðx Þ þ dUðx Þ
dx

;
XN

n¼1

gnðpÞ ¼ GðpÞ − p
m
:

ð5cÞ

Note that Eqs. (1) are satisfied regardless of the initial state.
To provide insight into the physical nature of environments
that implement (5), we now consider several illustrative
examples. Unless stated otherwise, atomic units (a.u.),
ℏ ¼ me¼ jej ¼ 1, are used throughout.
Environmentally assisted quantum tunneling.—It is

common knowledge that cycling uphill is much easier
with assistance from a tailwind. Similarly, a “polarized
electron wind” can be used to enhance tunneling rates for
an atomic wave packet approaching a potential barrierUðx̂ Þ
(see Fig. 1). If nonconservative forces are engineered so as
to cancel the potential forces of the system, then dynamics
similar to those of a free particle can be obtained. Consider
Eqs. (1) and choose GðpÞ ¼ ðp=mÞ and Fðx Þ ¼ 0. These
dynamics can be obtained with the following choice of
environmental operators A' , which satisfy (5) for the case
K ¼ 2, N ¼ 0, and R1 ¼ R2 ¼ C, where C is a constant,

A' ¼ Ce'
2i
ℏ

R
p̃' ðx Þdx ; ð6aÞ

where the functions p̃' ðx Þ obey the relation

p̃þ ðx Þ − p̃−ðx Þ ¼
ℏ

2C2

dUðx Þ
dx

: ð6bÞ

Inspired by the wind analogy, we now propose a physical
implementation of the environment (6). Consider a quan-
tum probe that is an atom of mass m in the nondegenerate

ground electronic state with electric polarizability α, zero
angular momentum, and negligible magnetic polarizability.
Suppose that the motion of the probe along the ϵ⃗x axis is
impeded by an effective barrier Uðx Þ ¼ −αEðx Þ2=4 created
by an off-resonant, blue-detuned (α < 0) laser field
ϵ⃗x Eðx Þ cos½ωðt − z=cÞ". In the presence of a static magnetic
field of the form ϵ⃗zBðx Þ, the desired dissipative environ-
ment can be created by two counterpropagating electron
jets, in which the electrons have opposite magnetic
moments μ̂s ¼ ' σ̂zμB, incident velocities ' ϵ⃗x ðp0=meÞ,
and fluxes ' ϵ⃗x j (here μB is the Bohr magneton). The
resulting electron recoils create an effective pressure on the
probe. Note that, without a magnetic field, the mean
impacts of both jets would mutually compensate each
other. However, when a magnetic field is applied, the
opposite electron spin polarizations of the jets break this
symmetry, resulting in a nonzero net force on the probe.
To quantitatively describe this effect, we assume that the

electron flux j is low enough to neglect multiple scattering
of electrons, all interactions of electrons with the probe can
be modeled as ideal elastic backscattering events, the
incident electron velocity p0=me is much larger than the
characteristic velocities of the probe, and

p0 ≫
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2μBmejBðx Þj

p
: ð7Þ

The inequality (7) allows the wave functions of incident
electrons in the jets to be modeled semiclassically as

ψ ' ∝
e
' i
ℏ

R
p̃' ðx Þdx

p̃' ðx Þ
; p̃' ðx Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2
0 ' 2μBmeBðx Þ

q
:

ð8Þ

In the case of C ¼
ffiffiffiffiffiffiffiffi
ℏσ̃j

p
, where σ̃ is the scattering cross

section, Eqs. (2) and (6a) describe the “wind effect” of the
electron jets on the probe. Note thatC2 is proportional to the

FIG. 1. Environment-assisted quantum tunneling resembles
cycling with an umbrella: the environment action is qualitatively
similar to tailwind (headwind) when going uphill (downhill). The
net effect is a reduction of the backscattering probability with
minimal side effects on the wave packet parameters.
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Quantum reservoirs engineering

Is reservoir always an enemy? 

Can we make it a friend or at least a 
frenemy?

We want general dynamics

using open system 
interactions
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A systematic approach is given for engineering dissipative environments that steer quantum
wavepackets along desired trajectories. The methodology is demonstrated with several illustra-
tive examples: environment-assisted tunneling, trapping, e↵ective mass assignment and pseudo-
relativistic behavior. Non-conservative stochastic forces do not inevitably lead to decoherence –
we show that purity can be well-preserved. These findings highlight the flexibility o↵ered by non-
equilibrium open quantum dynamics.
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Introduction. Throughout its short history, the con-
trol of quantum systems has predominantly been im-
plemented using conservative forces, e.g., manipulat-
ing quantum phenomena in Hamiltonian systems via
dipole coupling with laser or microwave pulses. This
may seem surprising given the widespread use of non-
conservative forces in other control applications – con-
sider the wind (sailing vessels, windmills) and friction
(mechanical brakes). The historical focus on conserva-
tive forces is, perhaps, best explained by the widely held
belief that immersing a quantum system into a complex
environment inevitably destroys its quantum dynamical
features. The monopoly of conservative forces in quan-
tum control is now being challenged by quantum reser-
voir engineering (QRE) [1–7]. In particular, it has been
shown that it is possible to preserve and even enhance the
quantum dynamical features of a system by judiciously
coupling the system to a dissipative environment. Ap-
plications of quantum reservoir engineering include am-
plification [8], nonreciprocal photon transmission [9, 10],
photon blockade [11], e�cient photoinduced charge sep-
aration in solar energy conversion [12], binding of atoms
[13, 14], inducing phase transitions [15–17], implemen-
tation of quantum gates [18–21], and the generation of
entangled [22–27], squeezed [28–30], and other exotic [31–
34] quantum states.

In this Letter, we provide a systematic approach for
engineering dissipative environments that steer quantum
wavepackets along desired trajectories as defined by the
following equations:

d

dt
hx̂i= hG(p̂)i, (1a)

d

dt
hp̂i= hF (x̂)i . (1b)

Here, hx̂i and hp̂i denote the wavepacket’s mean position
and momentum. The environments obtained not only en-
hance desired quantum properties, but can also be made

to preserve the purity of the underlying quantum system.
Equations (1) with various functions G and F embrace
a plethora of quantum behaviors; we provide several il-
lustrative examples. We first consider compensating for
a potential barrier in the case of quantum tunneling and
then mimicking a potential to trap a wave packet at a de-
sired location. We also consider more exotic applications
such as changing the e↵ective mass of a quantum parti-
cle and emulating relativistic e↵ects. The scope of our
analysis is restricted to Markovian environments modeled
within the Lindblad formalism. We also discuss possible
laboratory realizations of the Lindblad operators for spe-
cific examples.
Formal analysis. For definiteness, assume that the sys-

tem of interest is a one-dimensional particle of mass m

moving in a potential U(x). Our objective is to dissipa-
tively couple the system to K + N baths in such a way
that the average particle localization in phase space will
follow Eqs. (1) for given, desirable, G(p̂) and F (x̂). As-
suming Markovian system-bath interactions, the system
state (described by the density matrix ⇢̂) evolves accord-
ing to the Lindblad master equation

d⇢̂

dt
= � i

~ [Ĥ, ⇢̂] +
KX

k=1

DÂk
[⇢̂] +

NX

n=1

DB̂n
[⇢̂], (2)

where Ĥ is a given system Hamiltonian

Ĥ =
1

2m
p̂
2 + U(x̂), (3)

and the e↵ect of the bath is represented via the operators
Âk, B̂n as

DÂ[⇢̂] =
1

~

⇣
Â⇢̂Â

† � 1

2
⇢̂Â

†
Â� 1

2
Â

†
Â⇢̂

⌘
. (4)

Under these assumptions, the control problem reduces
to determining suitable forms for the operators Âk, B̂n

and providing physical evidence that the corresponding
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that the average particle localization in phase space will
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state (described by the density matrix ⇢̂) evolves accord-
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where Ĥ is a given system Hamiltonian
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Under these assumptions, the control problem reduces
to determining suitable forms for the operators Âk, B̂n

and providing physical evidence that the corresponding

2

ing dynamics even in the low temperature limit. Here-
inafter, we focus on the low-temperature limit by setting
T = 0. Note that the term 4m�kT in Eq. (6) is known
to be generated by dephasing dynamics, described by the
Lindbladian dissipator (see, e.g., see Eq. (10) below with
Â =

p
4mkT/~x̂ ).

According to the recently introduced paradigm of
ODM [14], equations of motion can be deduced from the
following three inputs: (i) the definition of the average of
an observable, (ii) the algebra of observables, and (iii)
time-dependent evolution of averaged values (i.e., the
Ehrenfest theorems). This formalism has already pro-
vided new interpretation of the Wigner function [17],
unveiled conceptual inconstancies in finite-dimensional
quantum mechanics [18], formulated dynamical models in
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of quantum-classical hybrids [20], and lead to develop-
ment of e�cient numerical techniques [21, 22].

Since we deal with an open quantum system, we repre-
sent its state by a density matrix ⇢̂ such that the average
of an observable Ô is given by

hÔi = Tr [Ô⇢̂(t)]. (7)
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◆
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that follow from Eq. (8), we obtain
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Since these identities should be valid for any state ⇢̂, then
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@x̂
Â = �4ip̂+O(~). (15)

This system of equations is very convenient to elucidate
why Lindbladian models of quantum friction in Refs. [7–
9, 11] do not obey the Ehrenfest theorems. These models
employ an Â that is a linear combinations of the coor-
dinate and momentum operators. However, as we shall
now establish, no Lindbladian dynamics with an Â linear
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where a contradiction becomes evident after equating
terms of the same order of ~. This conclusion holds in
the case of Lindbladian models with several such Â op-
erators.
Equations (15) for the unknown operator Â = A(x̂, p̂)

is defined as a function of the non-commutative variables
within the Weyl calculus [23–25]. Performing the Weyl
transform, we reformulate the operator identity (15) into
an equation for scalar functions defined on the phase
space
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where ? denotes the Moyal product [23–25]
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!
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The system of Eqs. (16) is as complicated as the orig-
inal operator equation (15). Nevertheless, the former is
amenable to a perturbation theory solution with respect
to the “small” parameter ~. Substituting the expansion

A =
1X

n=0

An~n (18)

into Eq. (16) and expanding the Moyal star in powers
of ~, one obtains the equation for the zero-order approx-
imation

A⇤
0
@A0

@p
� @A⇤

0

@p
A0 = 0, A⇤

0
@A0

@x
� @A⇤

0

@x
A0 = �4ip,

(19)

whose general solution reads

A0(x, p) =
p

2|p|/G0(x) [i+ sign (p)G(x)] , (20)

where G(x) is an arbitrary monotonically increasing real
valued function. Even though expression (20) is a conse-
quence of the Ehrenfest theorems (2) and (3), this A0 in
fact obeys all Ehrenfest relations (2)-(6).
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Introduction. Throughout its short history, the con-
trol of quantum systems has predominantly been im-
plemented using conservative forces, e.g., manipulat-
ing quantum phenomena in Hamiltonian systems via
dipole coupling with laser or microwave pulses. This
may seem surprising given the widespread use of non-
conservative forces in other control applications – con-
sider the wind (sailing vessels, windmills) and friction
(mechanical brakes). The historical focus on conserva-
tive forces is, perhaps, best explained by the widely held
belief that immersing a quantum system into a complex
environment inevitably destroys its quantum dynamical
features. The monopoly of conservative forces in quan-
tum control is now being challenged by quantum reser-
voir engineering (QRE) [1–7]. In particular, it has been
shown that it is possible to preserve and even enhance the
quantum dynamical features of a system by judiciously
coupling the system to a dissipative environment. Ap-
plications of quantum reservoir engineering include am-
plification [8], nonreciprocal photon transmission [9, 10],
photon blockade [11], e�cient photoinduced charge sep-
aration in solar energy conversion [12], binding of atoms
[13, 14], inducing phase transitions [15–17], implemen-
tation of quantum gates [18–21], and the generation of
entangled [22–27], squeezed [28–30], and other exotic [31–
34] quantum states.

In this Letter, we provide a systematic approach for
engineering dissipative environments that steer quantum
wavepackets along desired trajectories as defined by the
following equations:

d

dt
hx̂i= hG(p̂)i, (1a)

d

dt
hp̂i= hF (x̂)i . (1b)

Here, hx̂i and hp̂i denote the wavepacket’s mean position
and momentum. The environments obtained not only en-
hance desired quantum properties, but can also be made

to preserve the purity of the underlying quantum system.
Equations (1) with various functions G and F embrace
a plethora of quantum behaviors; we provide several il-
lustrative examples. We first consider compensating for
a potential barrier in the case of quantum tunneling and
then mimicking a potential to trap a wave packet at a de-
sired location. We also consider more exotic applications
such as changing the e↵ective mass of a quantum parti-
cle and emulating relativistic e↵ects. The scope of our
analysis is restricted to Markovian environments modeled
within the Lindblad formalism. We also discuss possible
laboratory realizations of the Lindblad operators for spe-
cific examples.
Formal analysis. For definiteness, assume that the sys-

tem of interest is a one-dimensional particle of mass m

moving in a potential U(x). Our objective is to dissipa-
tively couple the system to K + N baths in such a way
that the average particle localization in phase space will
follow Eqs. (1) for given, desirable, G(p̂) and F (x̂). As-
suming Markovian system-bath interactions, the system
state (described by the density matrix ⇢̂) evolves accord-
ing to the Lindblad master equation

d⇢̂

dt
= � i

~ [Ĥ, ⇢̂] +
KX

k=1

DÂk
[⇢̂] +

NX

n=1

DB̂n
[⇢̂], (2)

where Ĥ is a given system Hamiltonian

Ĥ =
1

2m
p̂
2 + U(x̂), (3)

and the e↵ect of the bath is represented via the operators
Âk, B̂n as

DÂ[⇢̂] =
1

~

⇣
Â⇢̂Â

† � 1

2
⇢̂Â

†
Â� 1

2
Â

†
Â⇢̂

⌘
. (4)

Under these assumptions, the control problem reduces
to determining suitable forms for the operators Âk, B̂n

and providing physical evidence that the corresponding
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Introduction. Throughout its short history, the con-
trol of quantum systems has predominantly been im-
plemented using conservative forces, e.g., manipulat-
ing quantum phenomena in Hamiltonian systems via
dipole coupling with laser or microwave pulses. This
may seem surprising given the widespread use of non-
conservative forces in other control applications – con-
sider the wind (sailing vessels, windmills) and friction
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environment inevitably destroys its quantum dynamical
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voir engineering (QRE) [1–7]. In particular, it has been
shown that it is possible to preserve and even enhance the
quantum dynamical features of a system by judiciously
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aration in solar energy conversion [12], binding of atoms
[13, 14], inducing phase transitions [15–17], implemen-
tation of quantum gates [18–21], and the generation of
entangled [22–27], squeezed [28–30], and other exotic [31–
34] quantum states.

In this Letter, we provide a systematic approach for
engineering dissipative environments that steer quantum
wavepackets along desired trajectories as defined by the
following equations:

d

dt
hx̂i= hG(p̂)i, (1a)

d

dt
hp̂i= hF (x̂)i . (1b)

Here, hx̂i and hp̂i denote the wavepacket’s mean position
and momentum. The environments obtained not only en-
hance desired quantum properties, but can also be made

to preserve the purity of the underlying quantum system.
Equations (1) with various functions G and F embrace
a plethora of quantum behaviors; we provide several il-
lustrative examples. We first consider compensating for
a potential barrier in the case of quantum tunneling and
then mimicking a potential to trap a wave packet at a de-
sired location. We also consider more exotic applications
such as changing the e↵ective mass of a quantum parti-
cle and emulating relativistic e↵ects. The scope of our
analysis is restricted to Markovian environments modeled
within the Lindblad formalism. We also discuss possible
laboratory realizations of the Lindblad operators for spe-
cific examples.
Formal analysis. For definiteness, assume that the sys-

tem of interest is a one-dimensional particle of mass m

moving in a potential U(x). Our objective is to dissipa-
tively couple the system to K + N baths in such a way
that the average particle localization in phase space will
follow Eqs. (1) for given, desirable, G(p̂) and F (x̂). As-
suming Markovian system-bath interactions, the system
state (described by the density matrix ⇢̂) evolves accord-
ing to the Lindblad master equation

d⇢̂

dt
= � i

~ [Ĥ, ⇢̂] +
KX

k=1

DÂk
[⇢̂] +

NX

n=1

DB̂n
[⇢̂], (2)

where Ĥ is a given system Hamiltonian

Ĥ =
1

2m
p̂
2 + U(x̂), (3)

and the e↵ect of the bath is represented via the operators
Âk, B̂n as

DÂ[⇢̂] =
1
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⇣
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Â� 1

2
Â

†
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⌘
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Under these assumptions, the control problem reduces
to determining suitable forms for the operators Âk, B̂n

and providing physical evidence that the corresponding

2

environments can be engineered in the laboratory. Using
Operational Dynamical Modeling [35, 36] the following
expressions for Âk = Ak(x̂) and B̂n = Bn(p̂) are ob-
tained:

Ak(x) =Rk(x) exp

✓
i

Z
fk(x)

R
2
k(x)

dx

◆
, (5a)

Bn(p) = Sn(p) exp

✓
�i

Z
gn(p)

S2
n(p)

dp

◆
. (5b)

Here, fk(x), gk(p), Rk(x), and Sk(p) denote arbitrary
real valued functions such that

KX

k=1

fk(x)=F (x)+
dU(x)

dx
;

NX

n=1

gn(p)=G(p)� p

m
. (5c)

Note that Eqs. (1) are satisfied regardless of the initial
state. To provide insight into the physical nature of en-
vironments that implement (5), we now consider several
illustrative examples. Unless stated otherwise, atomic
units (a.u.), ~ = me = |e| = 1, are used throughout.

Environmentally assisted quantum tunneling. It is
common knowledge that cycling uphill is much easier
with assistance from a tailwind. Similarly, a “polarized
electron wind” can be used to enhance tunneling rates
for an atomic wavepacket approaching a potential bar-
rier U(x̂) (see Fig. 1). If non-conservative forces are en-
gineered so as to cancel the potential forces of the sys-
tem, then dynamics similar to those of a free particle
can be obtained. Consider Eqs. (1) and choose G(p)= p

m
and F (x̂)=0. These dynamics can be obtained with the
following choice of environmental operators A±, which
satisfy (5) for the case K = 2, N = 0, and R1 = R2 = C

where C is a constant:

A±=Ce
± 2i

~
R
p̃±(x)dx

, (6a)

where the functions p̃±(x) obey the relation

p̃+(x)�p̃�(x)=
~

2C2
dU(x)
dx . (6b)

Inspired by the wind analogy, we now propose a phys-
ical implementation of the environment (6). Consider
a quantum probe that is an atom of mass m in the
non-degenerate ground electronic state with electric po-
larizability ↵, zero angular momentum, and negligible
magnetic polarizability. Suppose that the motion of the
probe along the ~✏x-axis is impeded by an e↵ective bar-
rier U(x) = �↵E(x)2/4 created by an o↵-resonant, blue-
detuned (↵<0) laser field ~✏xE(x) cos(!(t � z/c)). In the
presence of a static magnetic field of the form ~✏zB(x),
the desired dissipative environment can be created by
two counterpropagating electron jets, in which the elec-
trons have opposite magnetic moments µ̂s=±�̂zµB, inci-
dent velocities ±~✏x p0

me
, and fluxes ±~✏xj (here µB is the

Bohr magneton). The resulting electron recoils create an
e↵ective pressure on the probe. Note that without a mag-
netic field, the mean impacts of both jets would mutually

FIG. 1. Environment assisted quantum tunneling resembles
cycling with an umbrella: The environment action is qual-
itatively similar to tailwind (headwind) when going uphill
(downhill). The net e↵ect is a reduction of the back-scattering
probability with minimal side e↵ects on the wavepacket pa-
rameters.

compensate each other. However, when a magnetic field
is applied, the opposite electron spin polarizations of the
jets break this symmetry resulting in a nonzero net force
on the probe.
To quantitatively describe this e↵ect, we assume that i)

the electron flux j is low enough to neglect multiple
scattering of electrons, ii) all interactions of electrons
with the probe can be modeled as ideal elastic backscat-
tering events, iii) the incident electron velocity p0/me

is much larger than the characteristic velocities of the
probe, and iv)

p0�
p
2µBme|B(x)|. (7)

The inequality (7) allows the wavefunctions of incident
electrons in the jets to be modeled semiclassically as

 ±/
e

±i
~

R
p̃±(x) dx

p̃±(x)
, p̃±(x)=

q
p
2
0 ± 2µBmeB(x). (8)

In the case of C =
p
~�̃j where �̃ is the scattering cross

section, Eqs. (2) and (6a) describe the “wind e↵ect”
of the electron jets on the probe. Note that C

2 is pro-
portional to the number of electron scatterings in a given
time interval. Under the assumption of Poissonian statis-
tics, the standard deviation over the same time interval
of the force exerted by the collisions is expected to be
proportional to Cp0. This parameter will be used be-
low to elucidate physical mechanisms. Finally, Eqs. (6b)
and (8) determine the magnetic field profile required for
e↵ectively barrierless propagation:

B(x) = ~
16µBmeC

4

dU(x)

dx

s

16p02C4 �
✓
~ dU(x)

dx

◆2

.

(9)

The character of the system-environment coupling is
determined by the momenta p± of the incident elec-
trons. For small magnitudes of |p±|, large collision rates
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Application 2: Dissipative Traps

Isolated particle is free Open particle is trapped

Environment can trap a particle
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We construct a quantum counterpart of classical friction, a dissipative force acting against the
direction of motion with the magnitude proportional to particle’s velocity. In particular, a Lind-
blad master equation is derived satisfying the appropriate dynamical relations for observables (i.e.,
the Ehrenfest theorems). These findings significantly advance a long search for a universal valid
Lindbladian model of quantum friction.
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Realistic models of quantum systems must include dis-
sipative interactions with an environment, which may be
of various nature starting from a vacuum and ending
with a thermal bath. Nevertheless, construction of physi-
cally consistent quantum models of dissipative forces has
been a long standing problem since the birth of quan-
tum mechanics (see, e.g., Refs.[1–4]). A common frame-
work for describing open quantum systems is to repre-
sent the state of the system by a density matrix, whose
evolution is governed by the Lindblad equation [5, 6].
In this report, we substantially advance the on-going ef-
fort [7–11] to construct the model of quantum friction,
whose classical counterpart is a force proportional to
the particle’s velocity (i.e., F = �2�mẋ) by propos-
ing the Lindbladian model whose average values obey
the observed dynamical relations (known as the Ehren-
fest theorems). Current quantum friction models can be
broadly divided as i) either Lindbladian but non-obeying
the Ehrenfest theorems (see, e.g., Refs. [7–9, 11]), ii) or
non-Lindbladian satisfying the Ehrenfest theorems (see,
e.g., Refs. [3, 12]). This state of the field is unsatisfactory
because non-Lindbladian master equations are known to
lead to negative probabilities [13], whereas the violation
of the Ehrenfest theorems lead to unphysical artifacts
[10]. As a result, a long-sought model encompassing both
features has been substituted by a plethora of models
each fine tuned to be adequate for a specific system. We
finally fulfill this need by utilizing the paradigm of oper-
ational dynamic modeling (ODM) [14] designed to derive
dynamical models satisfying a priori specified Ehrenfest
theorems.

The dynamics of a classical brownian particle of mass
m interacting with an environment at temperature T and
friction coe�cient 2� obeys the following Ehrenfest the-

orems [10, 15]:

d

dt
hxi = 1

m
hpi,

d

dt
hpi = �hU 0(x)i � 2�hpi, � � 0,

d

dt
hx2i = 1

m
hpx+ xpi,

d

dt
hpx+ xpi = 2

m
hp2i � 2hxU 0(x)i � 2�hpx+ xpi,

d

dt
hp2i = �hpU 0(x) + U 0(x)pi � 4�hp2i+ 4m�kT.

(1)

One-dimensional dynamics is assumed throughout since
generalization to higher spacial dimensions is straightfor-
ward.
It is believed [10, 16] that these Ehrenfest theorems

should be valid in the quantum case for a su�ciently high
temperature, otherwise the uncertainty principle may be
violated because in this case

�2
x�

2
p ! (kT )2t/�, (�t ! 1)

where �x =
p

hx2i � hxi2 and �p =
p
hp2i � hpi2 are

standard deviations of coordinate and momentum, re-
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This circumstance suggests that a quantum brownian
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Introduction. Throughout its short history, the con-
trol of quantum systems has predominantly been im-
plemented using conservative forces, e.g., manipulat-
ing quantum phenomena in Hamiltonian systems via
dipole coupling with laser or microwave pulses. This
may seem surprising given the widespread use of non-
conservative forces in other control applications – con-
sider the wind (sailing vessels, windmills) and friction
(mechanical brakes). The historical focus on conserva-
tive forces is, perhaps, best explained by the widely held
belief that immersing a quantum system into a complex
environment inevitably destroys its quantum dynamical
features. The monopoly of conservative forces in quan-
tum control is now being challenged by quantum reser-
voir engineering (QRE) [1–7]. In particular, it has been
shown that it is possible to preserve and even enhance the
quantum dynamical features of a system by judiciously
coupling the system to a dissipative environment. Ap-
plications of quantum reservoir engineering include am-
plification [8], nonreciprocal photon transmission [9, 10],
photon blockade [11], e�cient photoinduced charge sep-
aration in solar energy conversion [12], binding of atoms
[13, 14], inducing phase transitions [15–17], implemen-
tation of quantum gates [18–21], and the generation of
entangled [22–27], squeezed [28–30], and other exotic [31–
34] quantum states.

In this Letter, we provide a systematic approach for
engineering dissipative environments that steer quantum
wavepackets along desired trajectories as defined by the
following equations:

d

dt
hx̂i= hG(p̂)i, (1a)

d

dt
hp̂i= hF (x̂)i . (1b)

Here, hx̂i and hp̂i denote the wavepacket’s mean position
and momentum. The environments obtained not only en-
hance desired quantum properties, but can also be made

to preserve the purity of the underlying quantum system.
Equations (1) with various functions G and F embrace
a plethora of quantum behaviors; we provide several il-
lustrative examples. We first consider compensating for
a potential barrier in the case of quantum tunneling and
then mimicking a potential to trap a wave packet at a de-
sired location. We also consider more exotic applications
such as changing the e↵ective mass of a quantum parti-
cle and emulating relativistic e↵ects. The scope of our
analysis is restricted to Markovian environments modeled
within the Lindblad formalism. We also discuss possible
laboratory realizations of the Lindblad operators for spe-
cific examples.
Formal analysis. For definiteness, assume that the sys-

tem of interest is a one-dimensional particle of mass m

moving in a potential U(x). Our objective is to dissipa-
tively couple the system to K + N baths in such a way
that the average particle localization in phase space will
follow Eqs. (1) for given, desirable, G(p̂) and F (x̂). As-
suming Markovian system-bath interactions, the system
state (described by the density matrix ⇢̂) evolves accord-
ing to the Lindblad master equation

d⇢̂

dt
= � i

~ [Ĥ, ⇢̂] +
KX

k=1

DÂk
[⇢̂] +

NX

n=1

DB̂n
[⇢̂], (2)

where Ĥ is a given system Hamiltonian

Ĥ =
1

2m
p̂
2 + U(x̂), (3)

and the e↵ect of the bath is represented via the operators
Âk, B̂n as

DÂ[⇢̂] =
1

~

⇣
Â⇢̂Â

† � 1

2
⇢̂Â

†
Â� 1

2
Â

†
Â⇢̂

⌘
. (4)

Under these assumptions, the control problem reduces
to determining suitable forms for the operators Âk, B̂n

and providing physical evidence that the corresponding
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ing quantum phenomena in Hamiltonian systems via
dipole coupling with laser or microwave pulses. This
may seem surprising given the widespread use of non-
conservative forces in other control applications – con-
sider the wind (sailing vessels, windmills) and friction
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following equations:
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Here, hx̂i and hp̂i denote the wavepacket’s mean position
and momentum. The environments obtained not only en-
hance desired quantum properties, but can also be made

to preserve the purity of the underlying quantum system.
Equations (1) with various functions G and F embrace
a plethora of quantum behaviors; we provide several il-
lustrative examples. We first consider compensating for
a potential barrier in the case of quantum tunneling and
then mimicking a potential to trap a wave packet at a de-
sired location. We also consider more exotic applications
such as changing the e↵ective mass of a quantum parti-
cle and emulating relativistic e↵ects. The scope of our
analysis is restricted to Markovian environments modeled
within the Lindblad formalism. We also discuss possible
laboratory realizations of the Lindblad operators for spe-
cific examples.
Formal analysis. For definiteness, assume that the sys-

tem of interest is a one-dimensional particle of mass m

moving in a potential U(x). Our objective is to dissipa-
tively couple the system to K + N baths in such a way
that the average particle localization in phase space will
follow Eqs. (1) for given, desirable, G(p̂) and F (x̂). As-
suming Markovian system-bath interactions, the system
state (described by the density matrix ⇢̂) evolves accord-
ing to the Lindblad master equation
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where Ĥ is a given system Hamiltonian

Ĥ =
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Under these assumptions, the control problem reduces
to determining suitable forms for the operators Âk, B̂n

and providing physical evidence that the corresponding
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ing dynamics even in the low temperature limit. Here-
inafter, we focus on the low-temperature limit by setting
T = 0. Note that the term 4m�kT in Eq. (6) is known
to be generated by dephasing dynamics, described by the
Lindbladian dissipator (see, e.g., see Eq. (10) below with
Â =

p
4mkT/~x̂ ).

According to the recently introduced paradigm of
ODM [14], equations of motion can be deduced from the
following three inputs: (i) the definition of the average of
an observable, (ii) the algebra of observables, and (iii)
time-dependent evolution of averaged values (i.e., the
Ehrenfest theorems). This formalism has already pro-
vided new interpretation of the Wigner function [17],
unveiled conceptual inconstancies in finite-dimensional
quantum mechanics [18], formulated dynamical models in
topologically nontrivial spaces [19], advanced the study
of quantum-classical hybrids [20], and lead to develop-
ment of e�cient numerical techniques [21, 22].

Since we deal with an open quantum system, we repre-
sent its state by a density matrix ⇢̂ such that the average
of an observable Ô is given by

hÔi = Tr [Ô⇢̂(t)]. (7)

An observable Ô = O(x̂, p̂) is assumed to be a function of
the coordinate x̂ and momentum p̂ that obey the canon-
ical commutation relation,

[x̂, p̂] = i~. (8)

Our aim is to find the evolution equation for the density
matrix in the Lindblad form

d

dt
⇢̂ = � i

~ [Ĥ, ⇢̂] +D[⇢], (9)

D[⇢] =
�

~

✓
Â⇢̂Â† � 1

2
{⇢̂, Â†Â}

◆
, (10)

Ĥ = p̂2/(2m) + U(x̂). (11)

Substituting Eqs. (7) and (9) into Eqs. (2) and (3) and
utilizing the identities

[A(x̂, p̂), p̂] = i~@Â/@x̂, [A(x̂, p̂), x̂] = �i~@Â/@p̂,
(12)

that follow from Eq. (8), we obtain

Tr

" 
Â† @Â

@p̂
� @Â†

@p̂
Â

!
⇢̂

#
= O(~), (13)

Tr

" 
Â† @Â

@x̂
� @Â†

@x̂
Â

!
⇢̂

#
= �4iTr [p̂⇢̂] +O(~). (14)

Since these identities should be valid for any state ⇢̂, then

Â† @Â

@p̂
� @Â†

@p̂
Â = O(~),

Â† @Â

@x̂
� @Â†

@x̂
Â = �4ip̂+O(~). (15)

This system of equations is very convenient to elucidate
why Lindbladian models of quantum friction in Refs. [7–
9, 11] do not obey the Ehrenfest theorems. These models
employ an Â that is a linear combinations of the coor-
dinate and momentum operators. However, as we shall
now establish, no Lindbladian dynamics with an Â linear
in their fashion satisfies the Ehrenfest theorems (2) and
(3). Indeed, substituting Â = ax̂+bp̂ into Eq. (15) leads
to

(a⇤b� ab⇤)x̂ = O(~), (a⇤b� ab⇤)p̂ = 4ip̂+O(~),

where a contradiction becomes evident after equating
terms of the same order of ~. This conclusion holds in
the case of Lindbladian models with several such Â op-
erators.
Equations (15) for the unknown operator Â = A(x̂, p̂)

is defined as a function of the non-commutative variables
within the Weyl calculus [23–25]. Performing the Weyl
transform, we reformulate the operator identity (15) into
an equation for scalar functions defined on the phase
space

A⇤(x, p) ?
@A(x, p)

@p
� @A⇤(x, p)

@p
?A(x, p) = O(~),

A⇤(x, p) ?
@A(x, p)

@x
� @A⇤(x, p)

@x
?A(x, p) = �4ip+O(~),

(16)

where ? denotes the Moyal product [23–25]

? = exp
i~
2

  �
@

@x

�!
@

@p
�
 �
@

@p

�!
@

@x

!
. (17)

The system of Eqs. (16) is as complicated as the orig-
inal operator equation (15). Nevertheless, the former is
amenable to a perturbation theory solution with respect
to the “small” parameter ~. Substituting the expansion

A =
1X

n=0

An~n (18)

into Eq. (16) and expanding the Moyal star in powers
of ~, one obtains the equation for the zero-order approx-
imation

A⇤
0
@A0

@p
� @A⇤

0

@p
A0 = 0, A⇤

0
@A0

@x
� @A⇤

0

@x
A0 = �4ip,

(19)

whose general solution reads

A0(x, p) =
p

2|p|/G0(x) [i+ sign (p)G(x)] , (20)

where G(x) is an arbitrary monotonically increasing real
valued function. Even though expression (20) is a conse-
quence of the Ehrenfest theorems (2) and (3), this A0 in
fact obeys all Ehrenfest relations (2)-(6).
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Introduction. Throughout its short history, the con-
trol of quantum systems has predominantly been im-
plemented using conservative forces, e.g., manipulat-
ing quantum phenomena in Hamiltonian systems via
dipole coupling with laser or microwave pulses. This
may seem surprising given the widespread use of non-
conservative forces in other control applications – con-
sider the wind (sailing vessels, windmills) and friction
(mechanical brakes). The historical focus on conserva-
tive forces is, perhaps, best explained by the widely held
belief that immersing a quantum system into a complex
environment inevitably destroys its quantum dynamical
features. The monopoly of conservative forces in quan-
tum control is now being challenged by quantum reser-
voir engineering (QRE) [1–7]. In particular, it has been
shown that it is possible to preserve and even enhance the
quantum dynamical features of a system by judiciously
coupling the system to a dissipative environment. Ap-
plications of quantum reservoir engineering include am-
plification [8], nonreciprocal photon transmission [9, 10],
photon blockade [11], e�cient photoinduced charge sep-
aration in solar energy conversion [12], binding of atoms
[13, 14], inducing phase transitions [15–17], implemen-
tation of quantum gates [18–21], and the generation of
entangled [22–27], squeezed [28–30], and other exotic [31–
34] quantum states.

In this Letter, we provide a systematic approach for
engineering dissipative environments that steer quantum
wavepackets along desired trajectories as defined by the
following equations:

d

dt
hx̂i= hG(p̂)i, (1a)

d

dt
hp̂i= hF (x̂)i . (1b)

Here, hx̂i and hp̂i denote the wavepacket’s mean position
and momentum. The environments obtained not only en-
hance desired quantum properties, but can also be made

to preserve the purity of the underlying quantum system.
Equations (1) with various functions G and F embrace
a plethora of quantum behaviors; we provide several il-
lustrative examples. We first consider compensating for
a potential barrier in the case of quantum tunneling and
then mimicking a potential to trap a wave packet at a de-
sired location. We also consider more exotic applications
such as changing the e↵ective mass of a quantum parti-
cle and emulating relativistic e↵ects. The scope of our
analysis is restricted to Markovian environments modeled
within the Lindblad formalism. We also discuss possible
laboratory realizations of the Lindblad operators for spe-
cific examples.
Formal analysis. For definiteness, assume that the sys-

tem of interest is a one-dimensional particle of mass m

moving in a potential U(x). Our objective is to dissipa-
tively couple the system to K + N baths in such a way
that the average particle localization in phase space will
follow Eqs. (1) for given, desirable, G(p̂) and F (x̂). As-
suming Markovian system-bath interactions, the system
state (described by the density matrix ⇢̂) evolves accord-
ing to the Lindblad master equation
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engineering dissipative environments that steer quantum
wavepackets along desired trajectories as defined by the
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hx̂i= hG(p̂)i, (1a)
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hp̂i= hF (x̂)i . (1b)

Here, hx̂i and hp̂i denote the wavepacket’s mean position
and momentum. The environments obtained not only en-
hance desired quantum properties, but can also be made

to preserve the purity of the underlying quantum system.
Equations (1) with various functions G and F embrace
a plethora of quantum behaviors; we provide several il-
lustrative examples. We first consider compensating for
a potential barrier in the case of quantum tunneling and
then mimicking a potential to trap a wave packet at a de-
sired location. We also consider more exotic applications
such as changing the e↵ective mass of a quantum parti-
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within the Lindblad formalism. We also discuss possible
laboratory realizations of the Lindblad operators for spe-
cific examples.
Formal analysis. For definiteness, assume that the sys-

tem of interest is a one-dimensional particle of mass m

moving in a potential U(x). Our objective is to dissipa-
tively couple the system to K + N baths in such a way
that the average particle localization in phase space will
follow Eqs. (1) for given, desirable, G(p̂) and F (x̂). As-
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to determining suitable forms for the operators Âk, B̂n
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environments can be engineered in the laboratory. Using
Operational Dynamical Modeling [35, 36] the following
expressions for Âk = Ak(x̂) and B̂n = Bn(p̂) are ob-
tained:

Ak(x) =Rk(x) exp

✓
i

Z
fk(x)

R
2
k(x)

dx

◆
, (5a)

Bn(p) = Sn(p) exp

✓
�i

Z
gn(p)

S2
n(p)

dp

◆
. (5b)

Here, fk(x), gk(p), Rk(x), and Sk(p) denote arbitrary
real valued functions such that

KX

k=1

fk(x)=F (x)+
dU(x)

dx
;

NX

n=1

gn(p)=G(p)� p

m
. (5c)

Note that Eqs. (1) are satisfied regardless of the initial
state. To provide insight into the physical nature of en-
vironments that implement (5), we now consider several
illustrative examples. Unless stated otherwise, atomic
units (a.u.), ~ = me = |e| = 1, are used throughout.

Environmentally assisted quantum tunneling. It is
common knowledge that cycling uphill is much easier
with assistance from a tailwind. Similarly, a “polarized
electron wind” can be used to enhance tunneling rates
for an atomic wavepacket approaching a potential bar-
rier U(x̂) (see Fig. 1). If non-conservative forces are en-
gineered so as to cancel the potential forces of the sys-
tem, then dynamics similar to those of a free particle
can be obtained. Consider Eqs. (1) and choose G(p)= p

m
and F (x̂)=0. These dynamics can be obtained with the
following choice of environmental operators A±, which
satisfy (5) for the case K = 2, N = 0, and R1 = R2 = C

where C is a constant:

A±=Ce
± 2i

~
R
p̃±(x)dx

, (6a)

where the functions p̃±(x) obey the relation

p̃+(x)�p̃�(x)=
~

2C2
dU(x)
dx . (6b)

Inspired by the wind analogy, we now propose a phys-
ical implementation of the environment (6). Consider
a quantum probe that is an atom of mass m in the
non-degenerate ground electronic state with electric po-
larizability ↵, zero angular momentum, and negligible
magnetic polarizability. Suppose that the motion of the
probe along the ~✏x-axis is impeded by an e↵ective bar-
rier U(x) = �↵E(x)2/4 created by an o↵-resonant, blue-
detuned (↵<0) laser field ~✏xE(x) cos(!(t � z/c)). In the
presence of a static magnetic field of the form ~✏zB(x),
the desired dissipative environment can be created by
two counterpropagating electron jets, in which the elec-
trons have opposite magnetic moments µ̂s=±�̂zµB, inci-
dent velocities ±~✏x p0

me
, and fluxes ±~✏xj (here µB is the

Bohr magneton). The resulting electron recoils create an
e↵ective pressure on the probe. Note that without a mag-
netic field, the mean impacts of both jets would mutually

FIG. 1. Environment assisted quantum tunneling resembles
cycling with an umbrella: The environment action is qual-
itatively similar to tailwind (headwind) when going uphill
(downhill). The net e↵ect is a reduction of the back-scattering
probability with minimal side e↵ects on the wavepacket pa-
rameters.

compensate each other. However, when a magnetic field
is applied, the opposite electron spin polarizations of the
jets break this symmetry resulting in a nonzero net force
on the probe.
To quantitatively describe this e↵ect, we assume that i)

the electron flux j is low enough to neglect multiple
scattering of electrons, ii) all interactions of electrons
with the probe can be modeled as ideal elastic backscat-
tering events, iii) the incident electron velocity p0/me

is much larger than the characteristic velocities of the
probe, and iv)

p0�
p
2µBme|B(x)|. (7)

The inequality (7) allows the wavefunctions of incident
electrons in the jets to be modeled semiclassically as
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p̃±(x) dx

p̃±(x)
, p̃±(x)=

q
p
2
0 ± 2µBmeB(x). (8)

In the case of C =
p
~�̃j where �̃ is the scattering cross

section, Eqs. (2) and (6a) describe the “wind e↵ect”
of the electron jets on the probe. Note that C

2 is pro-
portional to the number of electron scatterings in a given
time interval. Under the assumption of Poissonian statis-
tics, the standard deviation over the same time interval
of the force exerted by the collisions is expected to be
proportional to Cp0. This parameter will be used be-
low to elucidate physical mechanisms. Finally, Eqs. (6b)
and (8) determine the magnetic field profile required for
e↵ectively barrierless propagation:

B(x) = ~
16µBmeC
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dU(x)

dx
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16p02C4 �
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~ dU(x)

dx

◆2

.

(9)

The character of the system-environment coupling is
determined by the momenta p± of the incident elec-
trons. For small magnitudes of |p±|, large collision rates
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environments can be engineered in the laboratory. Using
Operational Dynamical Modeling [35, 36] the following
expressions for Âk = Ak(x̂) and B̂n = Bn(p̂) are ob-
tained:
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✓
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◆
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✓
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◆
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Here, fk(x), gk(p), Rk(x), and Sk(p) denote arbitrary
real valued functions such that

KX

k=1
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dU(x)

dx
;

NX
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gn(p)=G(p)� p

m
. (5c)

Note that Eqs. (1) are satisfied regardless of the initial
state. To provide insight into the physical nature of en-
vironments that implement (5), we now consider several
illustrative examples. Unless stated otherwise, atomic
units (a.u.), ~ = me = |e| = 1, are used throughout.

Environmentally assisted quantum tunneling. It is
common knowledge that cycling uphill is much easier
with assistance from a tailwind. Similarly, a “polarized
electron wind” can be used to enhance tunneling rates
for an atomic wavepacket approaching a potential bar-
rier U(x̂) (see Fig. 1). If non-conservative forces are en-
gineered so as to cancel the potential forces of the sys-
tem, then dynamics similar to those of a free particle
can be obtained. Consider Eqs. (1) and choose G(p)= p

m
and F (x̂)=0. These dynamics can be obtained with the
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satisfy (5) for the case K = 2, N = 0, and R1 = R2 = C
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A±=Ce
± 2i

~
R
p̃±(x)dx

, (6a)

where the functions p̃±(x) obey the relation
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Inspired by the wind analogy, we now propose a phys-
ical implementation of the environment (6). Consider
a quantum probe that is an atom of mass m in the
non-degenerate ground electronic state with electric po-
larizability ↵, zero angular momentum, and negligible
magnetic polarizability. Suppose that the motion of the
probe along the ~✏x-axis is impeded by an e↵ective bar-
rier U(x) = �↵E(x)2/4 created by an o↵-resonant, blue-
detuned (↵<0) laser field ~✏xE(x) cos(!(t � z/c)). In the
presence of a static magnetic field of the form ~✏zB(x),
the desired dissipative environment can be created by
two counterpropagating electron jets, in which the elec-
trons have opposite magnetic moments µ̂s=±�̂zµB, inci-
dent velocities ±~✏x p0

me
, and fluxes ±~✏xj (here µB is the

Bohr magneton). The resulting electron recoils create an
e↵ective pressure on the probe. Note that without a mag-
netic field, the mean impacts of both jets would mutually

FIG. 1. Environment assisted quantum tunneling resembles
cycling with an umbrella: The environment action is qual-
itatively similar to tailwind (headwind) when going uphill
(downhill). The net e↵ect is a reduction of the back-scattering
probability with minimal side e↵ects on the wavepacket pa-
rameters.

compensate each other. However, when a magnetic field
is applied, the opposite electron spin polarizations of the
jets break this symmetry resulting in a nonzero net force
on the probe.
To quantitatively describe this e↵ect, we assume that i)

the electron flux j is low enough to neglect multiple
scattering of electrons, ii) all interactions of electrons
with the probe can be modeled as ideal elastic backscat-
tering events, iii) the incident electron velocity p0/me

is much larger than the characteristic velocities of the
probe, and iv)

p0�
p
2µBme|B(x)|. (7)

The inequality (7) allows the wavefunctions of incident
electrons in the jets to be modeled semiclassically as
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, p̃±(x)=

q
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0 ± 2µBmeB(x). (8)

In the case of C =
p
~�̃j where �̃ is the scattering cross

section, Eqs. (2) and (6a) describe the “wind e↵ect”
of the electron jets on the probe. Note that C

2 is pro-
portional to the number of electron scatterings in a given
time interval. Under the assumption of Poissonian statis-
tics, the standard deviation over the same time interval
of the force exerted by the collisions is expected to be
proportional to Cp0. This parameter will be used be-
low to elucidate physical mechanisms. Finally, Eqs. (6b)
and (8) determine the magnetic field profile required for
e↵ectively barrierless propagation:

B(x) = ~
16µBmeC

4

dU(x)

dx
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16p02C4 �
✓
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The character of the system-environment coupling is
determined by the momenta p± of the incident elec-
trons. For small magnitudes of |p±|, large collision rates
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Realistic models of quantum systems must include dis-
sipative interactions with an environment, which may be
of various nature starting from a vacuum and ending
with a thermal bath. Nevertheless, construction of physi-
cally consistent quantum models of dissipative forces has
been a long standing problem since the birth of quan-
tum mechanics (see, e.g., Refs.[1–4]). A common frame-
work for describing open quantum systems is to repre-
sent the state of the system by a density matrix, whose
evolution is governed by the Lindblad equation [5, 6].
In this report, we substantially advance the on-going ef-
fort [7–11] to construct the model of quantum friction,
whose classical counterpart is a force proportional to
the particle’s velocity (i.e., F = �2�mẋ) by propos-
ing the Lindbladian model whose average values obey
the observed dynamical relations (known as the Ehren-
fest theorems). Current quantum friction models can be
broadly divided as i) either Lindbladian but non-obeying
the Ehrenfest theorems (see, e.g., Refs. [7–9, 11]), ii) or
non-Lindbladian satisfying the Ehrenfest theorems (see,
e.g., Refs. [3, 12]). This state of the field is unsatisfactory
because non-Lindbladian master equations are known to
lead to negative probabilities [13], whereas the violation
of the Ehrenfest theorems lead to unphysical artifacts
[10]. As a result, a long-sought model encompassing both
features has been substituted by a plethora of models
each fine tuned to be adequate for a specific system. We
finally fulfill this need by utilizing the paradigm of oper-
ational dynamic modeling (ODM) [14] designed to derive
dynamical models satisfying a priori specified Ehrenfest
theorems.

The dynamics of a classical brownian particle of mass
m interacting with an environment at temperature T and
friction coe�cient 2� obeys the following Ehrenfest the-

orems [10, 15]:

d

dt
hxi = 1

m
hpi,

d

dt
hpi = �hU 0(x)i � 2�hpi, � � 0,

d

dt
hx2i = 1

m
hpx+ xpi,

d

dt
hpx+ xpi = 2

m
hp2i � 2hxU 0(x)i � 2�hpx+ xpi,

d

dt
hp2i = �hpU 0(x) + U 0(x)pi � 4�hp2i+ 4m�kT.

(1)

One-dimensional dynamics is assumed throughout since
generalization to higher spacial dimensions is straightfor-
ward.
It is believed [10, 16] that these Ehrenfest theorems

should be valid in the quantum case for a su�ciently high
temperature, otherwise the uncertainty principle may be
violated because in this case

�2
x�

2
p ! (kT )2t/�, (�t ! 1)

where �x =
p

hx2i � hxi2 and �p =
p
hp2i � hpi2 are

standard deviations of coordinate and momentum, re-
spectively.
This circumstance suggests that a quantum brownian

particle should obey

d

dt
hxi = 1

m
hpi+O(~), (2)

d

dt
hpi = �hU 0(x)i � 2�hpi+O(~), (3)

d

dt
hx2i = 1

m
hpx+ xpi+O(~), (4)

d

dt
hpx+ xpi = 2

m
hp2i � 2hxU 0(x)i � 2�hpx+ xpi+O(~),

(5)

d

dt
hp2i = �hpU 0(x) + U 0(x)pi � 4�hp2i+ 4m�kT +O(~),

(6)

where the unknown terms denoted by O(~) (i.e., of or-
der of ~) should lead to uncertainty principle preserv-
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whose classical counterpart is a force proportional to
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[10]. As a result, a long-sought model encompassing both
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each fine tuned to be adequate for a specific system. We
finally fulfill this need by utilizing the paradigm of oper-
ational dynamic modeling (ODM) [14] designed to derive
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One-dimensional dynamics is assumed throughout since
generalization to higher spacial dimensions is straightfor-
ward.
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temperature, otherwise the uncertainty principle may be
violated because in this case
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FIG. 3. The spreading in position (a), increase in energy
(b), spreading in momentum (c), and decrease in purity (d)
for an atomic wavepacket initially in the ground state of a
harmonic oscillator [U(x) = 1

2m(0.01x)2]. The solid blue,
dash-dotted red, and dotted green curves correspond to the
incident electrons’ energy fluctuations Cp0 = 0.05, 0.1 and
0.2 (a.u.) respectively. In each case p0 = 10�4 a.u. Results
for a free (i.e., C = 0, U=0) wavepacket (dashed black) are
shown for comparison.

DB [as in Eq. (??)] with

B(p) = C exp


� i(m�M)p2

2mMC2

�
. (10)

That is, the system dynamics will satisfy the constraints

d

dt
hx̂i = 1

M
hp̂i, d

dt
hp̂i = �

⌧
dU(x̂)

dx̂

�
. (11)

d

dt
hxi = 1

M
hpi,

(12)

Figure ?? depicts simulation results: the particle of
mass m in the environment (??) evolves in excellent
agreement with an environment-free particle of mass M .

The e↵ective mass approximation is ubiquitously used
to describe the motion of a quantum particle in the pe-
riodic field of a solid. Recently, a negative e↵ective mass
was experimentally achieved [? ]. An atom interacting
with the standing wave of a single photon in the cavity
also acquires an e↵ective mass [? ]. We conjecture that
environmentally induced mass can emerge for an atom
elastically scattering o↵ incoherent light seeded into a
cavity.

We now turn our attention to environmentally in-
duced quasi-relativistic behaviour. Once again, consider
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FIG. 4. The expectation value of the position as a function of
time for a hydrogen atom in a ramp potential U(x) = 3.2 ⇥
10�3

x a.u. The dotted blue curve depicts the environment-
free case. The solid green curve depicts the atom in an en-
vironment (??) [M = 10m, C = 0.1] engineered to give an
e↵ective mass ten times the proton mass m. The dynamics
of the hydrogen atom with environmentally induced e↵ective
mass M coincide with those of an environment-free particle
of mass M (dashed black).
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FIG. 5. The expectation value of the velocity as a function
of time for an electron in a ramp potential U(x) = �103x
a.u. The dotted blue curve depicts the environment-free
case. The solid green curve depicts the electron in an en-
vironment (??) (C = 20 a.u.) engineered to induce quasi-
relativistic behaviour with the speed of light chosen to be
7% of the speed of light in vacuum. The environmentally
induced quasi-relativistic behaviour coincides with that of
an environment-free relativistic electron with Hamiltonian
Ĥrel =

p
c2p̂2 + c4 + U(x̂); c = 10 (dashed black).

a quantum particle of mass m in a potential U(x). Sup-
pose we wish the system dynamics to satisfy the con-
straints

d

dt
hx̂i =

*
p̂p

m2 + p̂2/c2

+
,

d

dt
hp̂i = �

⌧
dU(x̂)

dx̂

�
.

(13)
This can be achieved with an environment described by
the dissipator DB with

B(p) = C exp


i

C2

✓
p
2

2m
� c

p
m2c2 + p2

◆�
. (14)

Figure ?? depicts simulation results confirming that
the chosen environment induces quasi-relativistic be-
haviour for an arbitrarily small speed of light. In partic-
ular, the environment mimics the e↵ect of time dilation
as the particle velocity approaches the chosen speed of
light.
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Realistic models of quantum systems must include dis-
sipative interactions with an environment, which may be
of various nature starting from a vacuum and ending
with a thermal bath. Nevertheless, construction of physi-
cally consistent quantum models of dissipative forces has
been a long standing problem since the birth of quan-
tum mechanics (see, e.g., Refs.[1–4]). A common frame-
work for describing open quantum systems is to repre-
sent the state of the system by a density matrix, whose
evolution is governed by the Lindblad equation [5, 6].
In this report, we substantially advance the on-going ef-
fort [7–11] to construct the model of quantum friction,
whose classical counterpart is a force proportional to
the particle’s velocity (i.e., F = �2�mẋ) by propos-
ing the Lindbladian model whose average values obey
the observed dynamical relations (known as the Ehren-
fest theorems). Current quantum friction models can be
broadly divided as i) either Lindbladian but non-obeying
the Ehrenfest theorems (see, e.g., Refs. [7–9, 11]), ii) or
non-Lindbladian satisfying the Ehrenfest theorems (see,
e.g., Refs. [3, 12]). This state of the field is unsatisfactory
because non-Lindbladian master equations are known to
lead to negative probabilities [13], whereas the violation
of the Ehrenfest theorems lead to unphysical artifacts
[10]. As a result, a long-sought model encompassing both
features has been substituted by a plethora of models
each fine tuned to be adequate for a specific system. We
finally fulfill this need by utilizing the paradigm of oper-
ational dynamic modeling (ODM) [14] designed to derive
dynamical models satisfying a priori specified Ehrenfest
theorems.

The dynamics of a classical brownian particle of mass
m interacting with an environment at temperature T and
friction coe�cient 2� obeys the following Ehrenfest the-

orems [10, 15]:

d

dt
hxi = 1

m
hpi,

d

dt
hpi = �hU 0(x)i � 2�hpi, � � 0,

d

dt
hx2i = 1

m
hpx+ xpi,

d

dt
hpx+ xpi = 2

m
hp2i � 2hxU 0(x)i � 2�hpx+ xpi,

d

dt
hp2i = �hpU 0(x) + U 0(x)pi � 4�hp2i+ 4m�kT.

(1)

One-dimensional dynamics is assumed throughout since
generalization to higher spacial dimensions is straightfor-
ward.
It is believed [10, 16] that these Ehrenfest theorems

should be valid in the quantum case for a su�ciently high
temperature, otherwise the uncertainty principle may be
violated because in this case

�2
x�

2
p ! (kT )2t/�, (�t ! 1)

where �x =
p

hx2i � hxi2 and �p =
p
hp2i � hpi2 are

standard deviations of coordinate and momentum, re-
spectively.
This circumstance suggests that a quantum brownian

particle should obey

d

dt
hxi = 1

m
hpi+O(~), (2)

d

dt
hpi = �hU 0(x)i � 2�hpi+O(~), (3)

d

dt
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m
hpx+ xpi+O(~), (4)

d

dt
hpx+ xpi = 2

m
hp2i � 2hxU 0(x)i � 2�hpx+ xpi+O(~),

(5)

d

dt
hp2i = �hpU 0(x) + U 0(x)pi � 4�hp2i+ 4m�kT +O(~),

(6)

where the unknown terms denoted by O(~) (i.e., of or-
der of ~) should lead to uncertainty principle preserv-
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been a long standing problem since the birth of quan-
tum mechanics (see, e.g., Refs.[1–4]). A common frame-
work for describing open quantum systems is to repre-
sent the state of the system by a density matrix, whose
evolution is governed by the Lindblad equation [5, 6].
In this report, we substantially advance the on-going ef-
fort [7–11] to construct the model of quantum friction,
whose classical counterpart is a force proportional to
the particle’s velocity (i.e., F = �2�mẋ) by propos-
ing the Lindbladian model whose average values obey
the observed dynamical relations (known as the Ehren-
fest theorems). Current quantum friction models can be
broadly divided as i) either Lindbladian but non-obeying
the Ehrenfest theorems (see, e.g., Refs. [7–9, 11]), ii) or
non-Lindbladian satisfying the Ehrenfest theorems (see,
e.g., Refs. [3, 12]). This state of the field is unsatisfactory
because non-Lindbladian master equations are known to
lead to negative probabilities [13], whereas the violation
of the Ehrenfest theorems lead to unphysical artifacts
[10]. As a result, a long-sought model encompassing both
features has been substituted by a plethora of models
each fine tuned to be adequate for a specific system. We
finally fulfill this need by utilizing the paradigm of oper-
ational dynamic modeling (ODM) [14] designed to derive
dynamical models satisfying a priori specified Ehrenfest
theorems.
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d

dt
hpi = �hU 0(x)i � 2�hpi+O(~), (3)

d

dt
hx2i = 1

m
hpx+ xpi+O(~), (4)

d

dt
hpx+ xpi = 2

m
hp2i � 2hxU 0(x)i � 2�hpx+ xpi+O(~),

(5)

d

dt
hp2i = �hpU 0(x) + U 0(x)pi � 4�hp2i+ 4m�kT +O(~),

(6)

where the unknown terms denoted by O(~) (i.e., of or-
der of ~) should lead to uncertainty principle preserv-

implemented via conservative forces. We consider two
applications for such modifications: tuning the effective
mass of a quantum particle and emulating relativistic effects.
Consider a quantum particle of mass m in a potential

Uðx Þ. The particle will exhibit an effective mass M when
immersed in an environment described by the dissipatorDB
[as in Eq. (2)] with

BðpÞ ¼ C exp
!
−
iðm −MÞp2

2mMC2

"
: ð10Þ

That is, the system dynamics will satisfy the constraints

d
dt

hx̂ i ¼ 1

M
hp̂i; d

dt
hp̂i ¼ −

#
dUðx̂ Þ
dx̂

$
: ð11Þ

Figure 4 depicts simulation results: the particle of mass m
in the environment (10) evolves in excellent agreement
with an environment-free particle of mass M.
The effective mass approximation is ubiquitously used

to describe the motion of a quantum particle in the periodic
field of a solid. Recently, a negative effective mass was
experimentally achieved [50]. An atom interacting with the
standing wave of a single photon in the cavity also acquires
an effective mass [51]. We conjecture that environmentally
induced mass can emerge for an atom elastically scattering
off incoherent light seeded into a cavity.
We now turn our attention to environmentally induced

quasirelativistic behavior. Once again, consider a quantum
particle of massm in a potentialUðx Þ. Suppose we wish the
system dynamics to satisfy the constraints

d
dt

hx̂ i ¼
#

p̂ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 þ p̂2=c2

p
$
;

d
dt

hp̂i ¼ −
#
dUðx̂ Þ
dx̂

$
:

ð12Þ

This can be achieved with an environment described by the
dissipator DB with

BðpÞ ¼ C exp
&
i
C2

!
p2

2m
−c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2c2 þ p2

q "'
: ð13Þ

Figure 5 depicts simulation results confirming that the
chosen environment induces quasirelativistic behavior for an
arbitrarily small speed of light. In particular, the environment
mimics the effect of time dilation as the particle velocity
approaches the chosen speed of light.
The dispersion relation emerges as an effective description

of the self-interaction of a bare quantum particlewith a larger
system with some characteristic symmetry. Generalizing the
logic of Ref. [51], we conjecture that tailoring the spectral
transmission characteristics of a cavity and employing
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spreading in momentum (c), and decrease in purity (d) for an
atomic wave packet initially in the ground state of a harmonic
oscillator [Uðx Þ ¼ 1

2mð0.01x Þ2]. The solid blue, dash-dotted red,
and dotted green curves correspond to the incident electrons’
energy fluctuations Cp0 ¼ 0.05, 0.1, and 0.2 (a.u.), respectively.
In each case, p0 ¼ 10−4 a:u: Results for a free (i.e., C ¼ 0,
U ¼ 0) wave packet (dashed black) are shown for comparison.
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FIG. 4. The expectation value of the position as a function of
time for a hydrogen atom in a ramp potentialUðx Þ ¼ 3.2 × 10−3x
a.u. The dotted blue curve depicts the environment-free case. The
solid green curve depicts the atom in an environment (10)
[M ¼ 10m, C ¼ 0.1] engineered to give an effective mass 10
times the proton mass m. The dynamics of the hydrogen atom
with environmentally induced effective mass M coincide with
those of an environment-free particle of mass M (dashed black).
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FIG. 5. The expectation value of the velocity as a function of
time for an electron in a ramp potential Uðx Þ ¼ −103x a.u. The
dotted blue curve depicts the environment-free case. The solid
green curve depicts the electron in an environment (13)
(C ¼ 20 a:u:) engineered to induce quasirelativistic behavior with
the speed of light chosen to be 7% of the speed of light in vacuum.
The environmentally induced quasirelativistic behavior coincides
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c2p̂2 þ c4

p
þ Uðx̂ Þ; c¼ 10 (dashed black).
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A systematic approach is given for engineering dissipative environments that steer quantum
wavepackets along desired trajectories. The methodology is demonstrated with several illustra-
tive examples: environment-assisted tunneling, trapping, e↵ective mass assignment and pseudo-
relativistic behavior. Non-conservative stochastic forces do not inevitably lead to decoherence –
we show that purity can be well-preserved. These findings highlight the flexibility o↵ered by non-
equilibrium open quantum dynamics.
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Introduction. Throughout its short history, the con-
trol of quantum systems has predominantly been im-
plemented using conservative forces, e.g., manipulat-
ing quantum phenomena in Hamiltonian systems via
dipole coupling with laser or microwave pulses. This
may seem surprising given the widespread use of non-
conservative forces in other control applications – con-
sider the wind (sailing vessels, windmills) and friction
(mechanical brakes). The historical focus on conserva-
tive forces is, perhaps, best explained by the widely held
belief that immersing a quantum system into a complex
environment inevitably destroys its quantum dynamical
features. The monopoly of conservative forces in quan-
tum control is now being challenged by quantum reser-
voir engineering (QRE) [1–7]. In particular, it has been
shown that it is possible to preserve and even enhance the
quantum dynamical features of a system by judiciously
coupling the system to a dissipative environment. Ap-
plications of quantum reservoir engineering include am-
plification [8], nonreciprocal photon transmission [9, 10],
photon blockade [11], e�cient photoinduced charge sep-
aration in solar energy conversion [12], binding of atoms
[13, 14], inducing phase transitions [15–17], implemen-
tation of quantum gates [18–21], and the generation of
entangled [22–27], squeezed [28–30], and other exotic [31–
34] quantum states.

In this Letter, we provide a systematic approach for
engineering dissipative environments that steer quantum
wavepackets along desired trajectories as defined by the
following equations:

d

dt
hx̂i= hG(p̂)i, (1a)

d

dt
hp̂i= hF (x̂)i . (1b)

Here, hx̂i and hp̂i denote the wavepacket’s mean position
and momentum. The environments obtained not only en-
hance desired quantum properties, but can also be made

to preserve the purity of the underlying quantum system.
Equations (1) with various functions G and F embrace
a plethora of quantum behaviors; we provide several il-
lustrative examples. We first consider compensating for
a potential barrier in the case of quantum tunneling and
then mimicking a potential to trap a wave packet at a de-
sired location. We also consider more exotic applications
such as changing the e↵ective mass of a quantum parti-
cle and emulating relativistic e↵ects. The scope of our
analysis is restricted to Markovian environments modeled
within the Lindblad formalism. We also discuss possible
laboratory realizations of the Lindblad operators for spe-
cific examples.
Formal analysis. For definiteness, assume that the sys-

tem of interest is a one-dimensional particle of mass m

moving in a potential U(x). Our objective is to dissipa-
tively couple the system to K + N baths in such a way
that the average particle localization in phase space will
follow Eqs. (1) for given, desirable, G(p̂) and F (x̂). As-
suming Markovian system-bath interactions, the system
state (described by the density matrix ⇢̂) evolves accord-
ing to the Lindblad master equation

d⇢̂

dt
= � i

~ [Ĥ, ⇢̂] +
KX

k=1

DÂk
[⇢̂] +

NX

n=1

DB̂n
[⇢̂], (2)

where Ĥ is a given system Hamiltonian

Ĥ =
1

2m
p̂
2 + U(x̂), (3)

and the e↵ect of the bath is represented via the operators
Âk, B̂n as

DÂ[⇢̂] =
1

~

⇣
Â⇢̂Â

† � 1

2
⇢̂Â

†
Â� 1

2
Â

†
Â⇢̂

⌘
. (4)

Under these assumptions, the control problem reduces
to determining suitable forms for the operators Âk, B̂n

and providing physical evidence that the corresponding
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FIG. 3. The spreading in position (a), increase in energy
(b), spreading in momentum (c), and decrease in purity (d)
for an atomic wavepacket initially in the ground state of a
harmonic oscillator [U(x) = 1

2m(0.01x)2]. The solid blue,
dash-dotted red, and dotted green curves correspond to the
incident electrons’ energy fluctuations Cp0 = 0.05, 0.1 and
0.2 (a.u.) respectively. In each case p0 = 10�4 a.u. Results
for a free (i.e., C = 0, U=0) wavepacket (dashed black) are
shown for comparison.
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FIG. 4. The expectation value of the position as a function of
time for a hydrogen atom in a ramp potential U(x) = 3.2 ⇥
10�3

x a.u. The dotted blue curve depicts the environment-
free case. The solid green curve depicts the atom in an en-
vironment (10) [M = 10m, C = 0.1] engineered to give an
e↵ective mass ten times the proton mass m. The dynamics
of the hydrogen atom with environmentally induced e↵ective
mass M coincide with those of an environment-free particle
of mass M (dashed black).

That is, the system dynamics will satisfy the constraints

d

dt
hx̂i = 1

M
hp̂i, d

dt
hp̂i = �

⌧
dU(x̂)

dx̂

�
. (11)

Figure 4 depicts simulation results: the particle of mass
m in the environment (10) evolves in excellent agreement
with an environment-free particle of mass M .

The e↵ective mass approximation is ubiquitously used
to describe the motion of a quantum particle in the pe-
riodic field of a solid. Recently, a negative e↵ective mass
was experimentally achieved [46]. An atom interacting
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FIG. 5. The expectation value of the velocity as a function
of time for an electron in a ramp potential U(x) = �103x
a.u. The dotted blue curve depicts the environment-free
case. The solid green curve depicts the electron in an en-
vironment (13) (C = 20 a.u.) engineered to induce quasi-
relativistic behaviour with the speed of light chosen to be
7% of the speed of light in vacuum. The environmentally
induced quasi-relativistic behaviour coincides with that of
an environment-free relativistic electron with Hamiltonian
Ĥrel =

p
c2p̂2 + c4 + U(x̂); c = 10 (dashed black).

with the standing wave of a single photon in the cavity
also acquires an e↵ective mass [47]. We conjecture that
environmentally induced mass can emerge for an atom
elastically scattering o↵ incoherent light seeded into a
cavity.

d

dt
hxi =

*
pp

m2 + p2/c2

+
, (12)

We now turn our attention to environmentally in-
duced quasi-relativistic behaviour. Once again, consider
a quantum particle of mass m in a potential U(x). Sup-
pose we wish the system dynamics to satisfy the con-
straints

d

dt
hx̂i =

*
p̂p

m2 + p̂2/c2

+
,

d

dt
hp̂i = �

⌧
dU(x̂)

dx̂

�
.

(13)
This can be achieved with an environment described by
the dissipator DB with

B(p) = C exp


i

C2

✓
p
2

2m
� c

p
m2c2 + p2

◆�
. (14)

Figure 5 depicts simulation results confirming that the
chosen environment induces quasi-relativistic behaviour
for an arbitrarily small speed of light. In particular, the
environment mimics the e↵ect of time dilation as the par-
ticle velocity approaches the chosen speed of light.
The dispersion relation emerges as an e↵ective descrip-

tion of the self-interaction of a bare quantum particle
with a larger system with some characteristic symme-
try. Generalizing the logic of Ref. [47], we conjecture
that tailoring the spectral transmission characteristics of
a cavity and employing multi-color electromagnetic radi-
ation with specific photon statistics should provide access
to a large class of dispersion relations.
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with the standing wave of a single photon in the cavity
also acquires an e↵ective mass [47]. We conjecture that
environmentally induced mass can emerge for an atom
elastically scattering o↵ incoherent light seeded into a
cavity.
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Figure 5 depicts simulation results confirming that the
chosen environment induces quasi-relativistic behaviour
for an arbitrarily small speed of light. In particular, the
environment mimics the e↵ect of time dilation as the par-
ticle velocity approaches the chosen speed of light.
The dispersion relation emerges as an e↵ective descrip-

tion of the self-interaction of a bare quantum particle
with a larger system with some characteristic symme-
try. Generalizing the logic of Ref. [47], we conjecture
that tailoring the spectral transmission characteristics of
a cavity and employing multi-color electromagnetic radi-
ation with specific photon statistics should provide access
to a large class of dispersion relations.

Application 4: Pseudo-relativistic 
dynamics 

Numerical verification
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I. WELCOME TO CHEM 502 “ADVANCED QUANTUM MECHANICS”!

Instructor: Denys Bondar (dbondar@princeton.edu) O�ce: Frick Lab 260. O�ce hours upon request.
General description: Traditionally quantum mechanics is present as the antipode to classical mechanics; as a

result, no attempt at reconciliation is made. The quantum and classical mechanics is presented in a unified fashion.
Theory of open quantum systems is also discussed. Special emphasis is given to numerical methods for time-evolution
of classical (the Newton equation), closed quantum (the Schrödinger equation), and open quantum (various master
equations) dynamics. Each numerical scheme is step-by-step implemented and tested in class.

Grading: homework – 40%, paper – 30%, presentation – 30%. Collaboration on homework is encouraged.
Paper and presentation: The topic of the paper must be selected before March 2 and reported to the instructor.

There are two options i) reproduce a computational paper by deriving and implementing the numerical method ii)
write a paper on a topic of quantum-classical analogies. The book [1] enlists a large number of such analogies and
should be very helpful in selecting the title of the paper. It is advisable to read Chs. 1 and 10 of Ref. [1] to get a
general idea of the variety of choices. The total length of the paper must not exceed 15 pages. The presentation of
the paper should not be longer than 20 minutes.

i) Computational topics (suggested literature given in the parenthesis)

• Implementation and applications of the Fast Fourier Transform (FFT) [2]

• Implement the Fractional Fourier Transform (FRFT) using FFT and utilize it for solving time-independent and
time-depended Schrödinger equations (see Sec. XVIII)

• Path-integral formulations of quantum and classical dynamics [3, 4]

• Higher order exponential split operator method [5, 6]

• Split-step exponential methods for nonlinear Schrödinger equations [7]

• Good choice of absorbing boundaries [8] (see also Sec. XIXD)

ii) Topics on quantum classical analogies (suggested literature given in the parenthesis)

• Phase-space representation of quantum and signal processing ([9])

• Optical analog of two-level atom (Secs. 5.1 and 5.2 in Ref. [1])

• Hydrodynamical, acoustic, and mechanic analogs of Casimir e↵ect (Sec. 4.6 in Ref. [1] as well as Refs. [10, 11])

• Classical analogue of tunneling (Secs. 2.5 and 10.12 in Ref. [1])

• Atomic and molecular optics (Ch. 6 in Ref. [1] as well as Ref. [12])

• Progress and challenges in detecting quantum interference of large molecules ([13])

• Optical analogues of quantum computation algorithms [9]

II. INTRODUCTION

A nice physical introduction can be found in Chapters 1-2 of Ref. [14].

Y (t) =
d2

dt2

*
NX

k=1

x̂k

+
=

d

dt

*
NX

k=1

p̂k

+
=

*
NX

k=1

Fk(x̂k)

+
+ NE(t) (1)then
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• Atomic and molecular optics (Ch. 6 in Ref. [1] as well as Ref. [12])

• Progress and challenges in detecting quantum interference of large molecules ([13])

• Optical analogues of quantum computation algorithms [9]

II. INTRODUCTION

A nice physical introduction can be found in Chapters 1-2 of Ref. [14].
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Conclusions (3D of ODM)

• Derive new physical models 
– QED as open system dynamics
– engineering environments with “paradoxical” behavior
– Evolution in topologically nontrivial configuration spaces 

• Darn inconsistencies in old models
– conditions when averages incompatible with formalism

• Design numerical methods
– propagators for open system dynamics in Wigner phase-

space formalism



Bonus: What was before the periodic 
table?



Story of ħ

• ħ denotes lead in alchemy
• ħ denotes Saturn in astrology
• Ħ (ħ) is character in Maltese alphabet
• ħ is also known as Dirac constant 

(Dirac may have introduced it)


