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Motivation

•Lévy statistics: implies new properties departing strongly 
(quantitatively and qualitatively) from standard statistical 
behaviors

•Have been addressed in various fields: dynamics in plasma, 
self- diffusion in micelle systems, exciton and charge transport 
in random polymers under conformational motion, laser 
cooling and coherent radiation trapping, analysis of complex 
systems...

•Nonequilibrium noises - non-Gaussian character, in general, 
space and time correlated

•Thermodynamics in the presence of non-Gaussian 
fluctuations ?
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Wiener process and Brownian motion
Anomalous di�usion

Results
Summary

Lévy noises

Wiener process and di�usion

Wiener process W (t): stationary with independent and
Gaussian-distributed increments, ⇥W (t)W (s)⇤ = min(t, s)

representation of a Brownian motion: a limit in distribution of
i.i.d (Gaussian) jumps taken at infinitesimally short time

intervals of random length W (t) = limn�⇥
⇤N(nt)

k=1 Xk

A paradox?
�
x2

⇥
� t�

Competition between long jumps and long waiting times can result
in behavior typical for Markovian-Gaussian scenarios: the x/t1/2

scaling of the PDF,
�
x2

⇥
� t

Ewa Gudowska-Nowak Random walks and paradoxical di�usion
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strength of fluctuations related to the magnitude of dissipation



Scaling laws:

  complex systems - time/space
 series analysis

4envelope can be illustrated by tracing a line from peak to
peak along a given waveform (i.e. the convex hull). Inter-
estingly, the temporal scaling of amplitude fluctuations in
ongoing oscillations has recently been associated with
cognitive impairments such as depression [66] and demen-
tia [67]. Also, criticality has been supported bymultifractal
patterns in the same data previously supporting 1/f scaling
[44]. Multifractal patterns occur when scaling relations
(i.e. their exponents) vary over time or space, thereby
adding a further dimension of complexity to data.

1/f scaling characterizes the central tendency of multi-
fractal human performance, and thus the intrinsic fluctu-
ations in neural and behavioral activity, be they from ion
channels or brain images or text sequences [55]. 1/f scaling
suggests that criticality underlies cognitive function at
multiple scales and levels of analysis. Although obser-
vations of 1/f scaling in isolation do not constitute conclus-
ive evidence for criticality (for other explanations, see Refs
[3,68–70]), multifractal 1/f scaling greatly strengthens the
case [44]. Additionally, criticality predicts power-law
distributions and pervasive temporal and spatial long-

range correlations in collective measures of component
activities. These predictions are supported by the evidence
reviewed here for neural avalanches [62], power-law distri-
butions in word frequencies [33] and reaction times [28],
and analyses showing pervasive 1/f scaling in neural [54]
and behavioral activity [5] fluctuations. Adding multifrac-
tality to the mounting evidence means that metastability
near critical points is the only candidate hypothesis that
could explain the existing data.

Concluding remarks
In this brief review, a variety of scaling laws in cognitive
science were discussed that plausibly express adaptive
properties of perception, action, memory, language and
computation. The working hypothesis of criticality can
provide a general framework for understanding scaling
laws and has motivated the application of new analytical
tools to understand variability in cognitive systems. Much
work lies ahead, however, to further test these new
hypotheses and also to bring more scientists into the
debate (Box 3).

Box 2. Short-range versus long-range correlations

In physical systems, events occurring nearby in time or space are
often similar to each other, and such similarities typically fall off as
distance increases. Physicists use the correlation function to express
the effect of distance on similarity, and the observed shape of this
function constitutes evidence about the type of system being
observed.

To illustrate we use a characterization of the Ising model [77].
Imagine a 2D grid of lights of varying brightness (from off to
maximum), where brightness is a function of two variables. One is a
random noise factor (individual to each light) and the other is a
neighbor conformity factor whereby each light tends towards the
brightness of its four nearest neighbors on the grid. These two
variables are weighted together to determine the brightness of each
light. In this illustration, the correlation function measures the degree
to which lights have equal brightness levels as a function of their
distance apart on the grid. If noise is heavily weighted, then

brightness levels are independent across lights and the correlation
function will be near zero for all distances >0. If instead neighbor
conformity is heavily weighted, then brightness levels will be
interdependent and approach uniformity, with a correlation function
near one across a wide range of distances.
Neither extreme is typical of physical systems. Instead, component

interactions are somewhere between independent and interdepen-
dent. Weak interactions can result in short-range correlations (Figure I
green) that decay exponentially with distance. Stronger interactions
can result in long-range correlations that decay more slowly (Figure I
pink) (i.e. as an inverse power of distance). The correlation function
can also be defined for distances in time, with an analogous
comparison between weak (short-range) versus strong (long-range)
interactions. No interactions can result in uncorrelated noise (Figure I
grey), and integrating over uncorrelated noise results in a random
walk (Figure I brown).

Figure I. Four example time series are plotted in the left-hand panel: random samples from a normal distribution with zero mean and unit variance (i.e. white
noise, in grey), a running sum of white noise (i.e. brown noise, also known as a random walk, in brown), 1/f noise (i.e. pink noise, in pink) and an autoregressive
moving average (ARMA, in green), where each sampled value is a weighted sum of a noise sample, plus the previous noise value, plus the previous sampled
value. Idealized autocorrelation functions are shown in the middle panel for each of the time series, where k is distance in time. Note that white noise (i.e. pure
independence) has no correlations, ARMA has short-range correlations that decay exponentially with k, 1/f noise has long-range correlations that decay as an
inverse power of k and brown noise has correlations that decrease linearly with k. Idealized spectral density functions (where f is frequency and S( f) is spectral
power) are shown in the right-hand panel in log–log coordinates. White, pink and brown noises correspond to straight lines with slopes of 0, !1 and !2, whereas
ARMA plateaus in the lower frequencies.

Review Trends in Cognitive Sciences Vol.xxx No.x

TICS-860; No. of Pages 10
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time series                        correlation function                           power spectrum 

Kello et al,  Trends in Cognitive 
Sciences, 14, p.223-232 (2010)

pink noise S(f) = const⇥ f

�↵

power laws and non-Gaussian 
fluctuations are ubiquitous in 

Nature!
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Non-Gaussian stable white noise
Anomalous di↵usion

Results

Summary

Lévy noises

Generalized Wiener process

Generalized Wiener process W↵,�(t) – non-Gaussian, with

stationary and independent increments distributed according

to the ↵-stable law

W↵,�(t) =

Z
t

0
⇣(s)ds =

Z
t

0
dL↵,�(s) ⇡

N�1X

i=0

(�s)

1/↵⇣
i

,

⇣
i

: i.i.d variables with the stable Lévy probability density function

l↵,�(⇣), N�s = t � t0, asymptotics l↵,�(⇣) w |⇣|�1�↵
.

�⇣(k) =
R +1
�1 d⇣e ik⇣ l↵,�(⇣;�, µ)

= exp

⇥
��↵|k |↵

�
1� i�signk tan ⇡↵

2

�
+ iµk

⇤

Ewa Gudowska-Nowak Response of systems driven by Lévy type noises

Non-Gaussian stable white noise 



Survival function and probability density of escape times
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Following the Markovian character of the stochastic dynamics—at sufficiently 
high barriers—the time dependence of the survival probabilities within the 
potential well assume an exponential law
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B.Dybiec, E.G-N, P. Hänggi, PRE, 75, 021109 (2007)

Free diffusion -- escape on a semi-line: 
Sparre-Andersen scaling
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Introduction

Lévy noise induced e↵ects

Summary

Lévy noises

Description of systems driven by Lévy noises

Inspection of trajectories:

Langevin equation

ẋ(t) = �V 0(x , t) + ⇣(t) ) P(x , t)

Inspection of probability densities:

Fokker-Planck equation
@P(x,t)

@t =
h

@
@xV

0(x , t) + D @2

@x2

i
P(x , t)

fractional Fokker-Planck equation
@P(x,t)

@t = @
@xV

0(x)P(x , t) + �↵ @↵
P(x,t)

@|x|↵ , where

@↵

@|x|↵ f (x) = �
+1R
�1

dk

2⇡ e
�ikx |k |↵ f̂ (k) and D = �↵.

D. Schertzer et al., J. Math. Phys. 42, 200 (2001).

B. Dybiec and E. Gudowska-Nowak Resonant e↵ects induced by Lévy noises 7/25
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Lévy noises

Description of systems driven by Lévy noises
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Fine-tuning to Lévy-white noises: 
resonant activation and stochastic 

resonance
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Stochastic resonance and dynamical hysteresis 

15
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Summary

Lévy noises

Approximation to SODE driven by Lévy noises

Integration scheme

x(t) = �
Z

t

0
V 0(x(s), s)ds +

Z
t

0
dL↵,�(s)

⇡ �
Z

t

0
V 0(x(s), s)ds +

N�1X

i=0

�s1↵&
i

where

&
i

⇠ S↵(�,�, µ = 0) and (N � 1)�s = t.

A. Janicki and A. Weron, Simulation and Chaotic Behavior of Stable Stochastic Processes (Marcel Dekker, 1994).
A. Janicki, Numerical and Statistical Approximation ... (HSC Monograph, 1996).

B. Dybiec and E. Gudowska-Nowak Resonant e↵ects induced by Lévy noises 9/25
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•Systems embedded in noisy environments may enhance sensitivity
•Counterintuively, despite their pathological character (diverging moments) Lévy 
fluctuations may induce better signal transmission

• Lévy white  noises acting in nonlinear dynamic systems exhibit positive, ordering  
effects: stochastic resonance, resonant activation, synchronization and 
directionality of transport ( ratcheting effect )

Action of Lévy type noises



10

Equilibrium conditions and linear response...

isolatedU1 U2 U1 � U2

Ej = E1j + E2j = const

S⌫(E⌫1, E⌫2, ...) S
total

=
X

⌫

S
⌫

(E
⌫1, E⌫2...)

conditions �S1(E1j) + �S2(E2j) = 0 �E1j + �E2j = 0

)
✓

@S1

@E1j
� @S2

@E2j

◆
�E1j = I1j � I2j ⌘ 0 8�E1j
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thermodynamic forces generate fluxes
„thermodynamic forces”

Nonequilibrium and linear response...

In consequence, entropy production 
given by a product of force and 
conjugated flux

Onsager (~1932) theory for weak X forces forsees...

�j =
X

k

LkjXk ) dS

dt
⇡

X

k

LkjXkXj

dS

dt
� 0with the IInd law

Xj ⌘
✓

@S1

@E1j
� @S2

@E2j

◆
�E1j = I1j � I2j 6= 0

dE1,j

dt
= �j

dS

dt
=

X

j

@S

@E1,j

dE1j

dt
=

X

j

Xj�j

Lars Onsager (1903-1976)
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thermodynamic forces generate fluxes

„thermodynamic forces”

AWAY FROM EQUILIBRIUM...

In consequence, entropy production 
given by a product of force and 
conjugated flux

Onsager (~1932) theory for weak X forces forsees...

�j =
X

k

LkjXk ) dS

dt
⇡

X

k

LkjXkXj

dS

dt
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D. Reguera, J.M. Rubi, J.M.G. Vilar
J.Phys. Chem B 109 21502 (2005)
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Nonequilibrium conditions and linear response ?
 fluctuation-dissipation theorem ?

f(t) = f0⇥(�t)

hx(t)i =
Z

dx

0
Z

dx x

0
p(x0

, t|x, 0)p̃(x, 0)

p̃(x, 0) =
e

��H(x)

R
dx

0
e

��H(x0)
=

e

��[H0(x)+xf0]

R
dx

0
e

��H(x0)

e

��xf0 ⇡ 1� �xf0

p̃(x, 0) ⇡ p0(x)(1� �f0x)

hx(t)i =
Z

dx

0
Z

dx x

0
p(x0

, t|x, 0)p0(x)(1� �f0x) =

hxi0 � �f0 hx(t)x(0)i0

weak perturbation
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Linear response, fluctuation-dissipation theorem?

On the other hand...

hx(t)i = hxi0 +
Z t

�1
f(⌧)�(t� ⌧)d⌧

f0

Z 1

0
d⌧⇥(⌧ � t)�(⌧) = �f0hx(t)x(0)i0

��(t) = �

d

dt

hx(t)x(0)i0

46 July 2005    Physics Today http://www.physicstoday.org

ishingly rare with increasing system size. For large sys-
tems, the conventional second law emerges.

The Jarzynski equality
The various FTs that have been reported differ in the de-
tails of such considerations as whether the system’s dy-
namics are stochastic or deterministic, whether the kinetic
energy or some other variable is kept constant, and
whether the system is initially prepared in equilibrium or
in a nonequilibrium steady state. A novel treatment of dis-
sipative processes in nonequilibrium systems was intro-
duced in 1997 when Christopher Jarzynski reported a non-
equilibrium work relation,4 now called the Jarzynski
equality (JE). (See PHYSICS TODAY, September 2002, page

19.) The JE indicates a practical way to determine free-
energy differences. Consider a system, kept in contact with
a bath at temperature T, whose equilibrium state is de-
termined by a control parameter x. Initially, the control pa-
rameter is xA and the system is in an equilibrium state A.
The nonequilibrium process is obtained by changing x ac-
cording to a given protocol x(t), from xA to some final value
xB. In general, the final state of the system will not be at
equilibrium. It will equilibrate to a state B if it is allowed
to further evolve with the control parameter fixed at xB.
The JE states that 

(4)

where DG is the free-energy difference between the equilib-
rium states A and B, and the angle brackets denote an 
average taken over an infinite number of nonequilibrium
experiments repeated under the protocol x(t). Frequently,
the JE is recast in the form ∀exp(⊗Wdis)/kBT¬ ⊂ 1, 
where Wdis ⊂W ⊗ DG is the dissipated work along a given
trajectory.

The exponential average appearing in the JE implies
that ∀W¬ $ DG or, equivalently, ∀Wdis¬ $ 0, which, for macro-
scopic systems, is the statement of the second law of ther-
modynamics in terms of free energy and work. An impor-
tant consequence of the JE is that, although on average
Wdis $ 0, the equality can only hold if there exist nonequi-
librium trajectories with Wdis % 0. Those trajectories, some-
times referred to as transient violations of the second law,
represent work fluctuations that ensure the microscopic
equations of motion are time-reversal invariant. The re-
markable JE implies that one can determine the free-
energy difference between initial and final equilibrium
states not just from a reversible or quasi-static process that
connects those states, but also via a nonequilibrium, irre-
versible process that connects them. The ability to bypass
reversible paths is of great practical importance.

In 1999, Gavin Crooks related various FTs by deriv-
ing a generalized theorem for stochastic microscopically
reversible dynamics.5 The box below gives details. 
The past six years have seen further consolidation, and
physicists now understand that neither the details of just
which quantities are maintained constant during the dy-
namics nor the somewhat differing interpretations of en-
tropy production, entropy production rate, dissipated
work, exchanged heat, and so forth lead to fundamentally
distinct FTs.

exp ⊂ exp⊗ ⊗
DG

k TB k TB

W∀ ∀,

Trap bead
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Figure 4. Testing the Jarzynski equality. A molecule of RNA
is attached to two beads and subjected to reversible and ir-
reversible cycles of folding and unfolding. A piezoelectric
actuator controls the position of the bottom bead, which,
when moved, stretches the RNA. An optical trap formed by
two opposing lasers captures the top bead, and the change
in momentum of light that exits the two-beam trap deter-
mines the force exerted on the molecule connecting the two
beads. The difference in positions of the bottom and top
beads gives the end-to-end length of the molecule. The
blowup shows how the RNA molecule (green) is coupled
with the two beads via molecular handles (blue). The han-
dles end in chemical groups (red) that can be stuck to com-
plementary groups (yellow) on the bead. The blowup is not
to scale: The diameter of the beads is around 3000 nm,
much greater than the 20-nm length of the RNA.

The Crooks Fluctuation Theorem

Gavin Crooks provided a significant generalization of an important fluctuation theorem (FT) obtained earlier by Christopher
Jarzynski. As described in the text, the Jarzynski equality (JE) relates the change DG in free energy of two equilibrium states

to an appropriate work average calculated with an irreversible path. In the Jarzynski scenario, and also in Crooks’s general-
ized FT, the system is initially in thermal equilibrium but then driven out of equilibrium by the action of an external agent. Let
xF(s) denote a time-dependent nonequilibrium “forward” process for which the variable s runs from 0 to some final time t. The
forward process initially acts on an equilibrium state A and it and ends at a state B that is not at equilibrium. In the reverse
process, the initial state B is allowed to reach equilibrium and the system evolves to a nonequilibrium state A. The nonequi-
librium protocol for the reverse process xR(s) is time-reversed with respect to the forward one, xR(s) ⊂ xF(t ⊗ s), so that both
processes last for the same time t. Let PF(W) and PR(W) stand for the work probability distributions along the forward and re-
versed processes respectively. Then the Crooks FT asserts

The Crooks FT can be manipulated to yield the JE. It also resembles the Gallavotti–Cohen FT (equation 3) derived for
steady-state systems if one identifies st with Wdis /T ⊂ (W ⊗ DG)/T. The main difference is that the Gallavotti–Cohen relation
is asymptotically valid, whereas the Crooks theorem holds for any finite time t.

⊂ expP WF( )

P WR ( )⊗ k TB

W G⊗D (( .

F. Ritort et al,  Phys. Today, 7 43 (2005)



FDT relates susceptibility to correlations measured in the reference 
unperturbed state
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B. Dybiec et al.

namics depends on a set of parameters ~� and for which a
well-defined (nonequilibrium) stationary state exists. We
study the linear response of the system to perturbations
~

�(t) = ~

�0 + �

~

�(t) around a reference stationary state cor-
responding to constant parameters ~�0 and resulting prob-
ability density function (PDF) ⇢ss(x;~�0). Given an ar-
bitrary observable A(x), the response (evaluated to first
order in the perturbation) can be written as

hA(t)i � hAi0 '
Z

t

0
�

A,�

(t� t

0)��
�

(t0)dt0, (1)

where A(t) ⌘ A(x(t)) and the brackets h. . . i0 indicate
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For instance, if �
�

is a force coupled to a coordinate x
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i.e., if the control parameter appears in the Hamiltonian
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, then the conjugate variable X

�

= �(x
�

�
hx

�

i)/(kT ) represents fluctuations of x
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.

In general, if the reference state ⇢ss(x;~�0) is not an equi-
librium state, the conjugate variables defined by Eq. (3)
do not have any straightforward physical interpretation
[7, 14]. In this Letter, we examine the generalized FDT,
Eqs. (1) and (2), for a system obeying non-equilibrium
Markovian dynamics and driven by Lévy white noise. The

system of this type may be conceived as a generalization of
Brownian motion: the particle undergoing Lévy superdif-
fusion is performing motion with random jumps and step
lengths following a power-law distribution. As a result, the
width of the distribution of particles grows superlinearly
with time [16,17] signaling anomalous dynamics. Notably,
unlike in case of a standard Brownian motion, in Lévy su-
perdi↵usion large fluctuations of the position occur with
probability higher than for linear systems subjected to
Gaussian uncorrelated noise. Consequently, it is rather
counterintuitive to expect linear response of the system,
even for weak perturbations. The divergence of first and
second moments of some Lévy PDFs indicates absence of
underlying physical scales and is usually interpreted as the
scale invariance, characteristic of self-similar (or fractal)
behavior. For the standard Fokker-Planck equation (FPE)
equivalent to the Langevin equation driven by Gaussian
white noise, as well as for the subdi↵usive fractional FPE
one finds the generalized Einstein relation, connecting the
first moment in the presence of the perturbing force to the
second moment in the absence of the force [18, 19]. This
is no longer true for the Lévy flight [19], when only in
the Brownian limit ↵ = 2, this relation is satisfied (pro-
vided that the proper amplitude of the noise interpreted
as thermal fluctuations is considered). In general though,
due to a diverging mean square displacement, the general-
ized Einstein relation does not hold leading to a violation
of the classical fluctuation-dissipation theorem.

Signatures of Lévy noise and anomalous transport have
been found ubiquitous in nature [16,20] and serve as suit-
able models describing atmospheric turbulence [21], trans-
port in turbulent plasmas [22], activation kinetics by non-
thermal baths [23], transport in fractured materials [24],
epidemic spreading [25], dispersal of banknotes [26] or
light scattering in heterogeneous dielectric media [27]. In
what follows we address foundations of linear response and
FDT in systems perturbed by Lévy noises.

Linear system driven by Lévy white noises. –

We proceed to discuss response properties of an over-
damped Lévy-Brownian particle moving in a parabolic po-
tential that is subject to a deterministic time-dependent
force field f(t) and a white Lévy noise ⇣(t) resulting from
the fluctuating environment. The corresponding Langevin
equation reads

⇢
ẋ(t) = �ax+ f(t) + ⇣(t)
x(0) = x0

. (6)

The white Lévy noise ⇣(t) is defined as the time derivative
of a stationary Lévy process [16,28], i.e., the integral over
time
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(t) ⌘
Z

t

0
⇣(s)ds = z(t) (7)

represents a stochastic process with independent incre-
ments whose probability density p
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(z, t) is a stable
Lévy distribution. Consequently, the Fourier transform of
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perdi↵usion large fluctuations of the position occur with
probability higher than for linear systems subjected to
Gaussian uncorrelated noise. Consequently, it is rather
counterintuitive to expect linear response of the system,
even for weak perturbations. The divergence of first and
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Linear system driven by Lévy white noises. –
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[7, 14]. In this Letter, we examine the generalized FDT,
Eqs. (1) and (2), for a system obeying non-equilibrium
Markovian dynamics and driven by Lévy white noise. The

system of this type may be conceived as a generalization of
Brownian motion: the particle undergoing Lévy superdif-
fusion is performing motion with random jumps and step
lengths following a power-law distribution. As a result, the
width of the distribution of particles grows superlinearly
with time [16,17] signaling anomalous dynamics. Notably,
unlike in case of a standard Brownian motion, in Lévy su-
perdi↵usion large fluctuations of the position occur with
probability higher than for linear systems subjected to
Gaussian uncorrelated noise. Consequently, it is rather
counterintuitive to expect linear response of the system,
even for weak perturbations. The divergence of first and
second moments of some Lévy PDFs indicates absence of
underlying physical scales and is usually interpreted as the
scale invariance, characteristic of self-similar (or fractal)
behavior. For the standard Fokker-Planck equation (FPE)
equivalent to the Langevin equation driven by Gaussian
white noise, as well as for the subdi↵usive fractional FPE
one finds the generalized Einstein relation, connecting the
first moment in the presence of the perturbing force to the
second moment in the absence of the force [18, 19]. This
is no longer true for the Lévy flight [19], when only in
the Brownian limit ↵ = 2, this relation is satisfied (pro-
vided that the proper amplitude of the noise interpreted
as thermal fluctuations is considered). In general though,
due to a diverging mean square displacement, the general-
ized Einstein relation does not hold leading to a violation
of the classical fluctuation-dissipation theorem.

Signatures of Lévy noise and anomalous transport have
been found ubiquitous in nature [16,20] and serve as suit-
able models describing atmospheric turbulence [21], trans-
port in turbulent plasmas [22], activation kinetics by non-
thermal baths [23], transport in fractured materials [24],
epidemic spreading [25], dispersal of banknotes [26] or
light scattering in heterogeneous dielectric media [27]. In
what follows we address foundations of linear response and
FDT in systems perturbed by Lévy noises.

Linear system driven by Lévy white noises. –

We proceed to discuss response properties of an over-
damped Lévy-Brownian particle moving in a parabolic po-
tential that is subject to a deterministic time-dependent
force field f(t) and a white Lévy noise ⇣(t) resulting from
the fluctuating environment. The corresponding Langevin
equation reads

⇢
ẋ(t) = �ax+ f(t) + ⇣(t)
x(0) = x0

. (6)

The white Lévy noise ⇣(t) is defined as the time derivative
of a stationary Lévy process [16,28], i.e., the integral over
time

L

↵,�

(t) ⌘
Z

t

0
⇣(s)ds = z(t) (7)

represents a stochastic process with independent incre-
ments whose probability density p

↵,�

(z, t) is a stable
Lévy distribution. Consequently, the Fourier transform of
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namics depends on a set of parameters ~� and for which a
well-defined (nonequilibrium) stationary state exists. We
study the linear response of the system to perturbations
~

�(t) = ~

�0 + �

~

�(t) around a reference stationary state cor-
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The FDT relates this susceptibility to correlations mea-
sured in the reference unperturbed state [7, 14]

�

A,�

(t� t

0) =
d

dt

hA(t)X
�

(t0)i0, (2)

where X

�

(x) is the variable conjugate to the perturbation
�

�

and is defined as

X

�

(x) = �@ ln ⇢ss(x;~�)

@�

�

�����
~

�=~

�0

=
@�

@�

�

. (3)

In this definition � ⌘ � ln ⇢ss stands for a nonequilibrium
potential [7, 14]. If the reference state is the Gibbs equi-
librium state corresponding to a temperature kT = �
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where F = �kT lnZ stands for the free energy. Accord-
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vided that the proper amplitude of the noise interpreted
as thermal fluctuations is considered). In general though,
due to a diverging mean square displacement, the general-
ized Einstein relation does not hold leading to a violation
of the classical fluctuation-dissipation theorem.
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been found ubiquitous in nature [16,20] and serve as suit-
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what follows we address foundations of linear response and
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tential that is subject to a deterministic time-dependent
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the fluctuating environment. The corresponding Langevin
equation reads
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The white Lévy noise ⇣(t) is defined as the time derivative
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represents a stochastic process with independent incre-
ments whose probability density p
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Lévy distribution. Consequently, the Fourier transform of
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the probability density (characteristic function) '(k, t) =R1
�1 e

ikz(t)
p

↵,�

(z, t;�0, µ)dz reads

'(k, t) = exp
h
ikµ0t� �

↵

0 |k|↵t
⇣
1� i� sign(k) tan

⇡↵

2

⌘i

(8)
for ↵ 6= 1 and

'(k, t) = exp


ikµ0t� �0|k|t

✓
1 + i�

2

⇡

sign(k) ln |k|
◆�

(9)
for ↵ = 1 [28]. Here ↵ 2 (0, 2] is the Lévy (stability)
index, � 2 [�1, 1] is the skewness parameter (for � = 0
the distributions are symmetric), �0 > 0 represents the
noise intensity, and µ0 2 R is a location (shift) parameter.
For ↵ = 2 and � = 0 a standard Gaussian distribution
is recovered with µ0t indicating the mean of the random
variable z(t) and �

2
0t staying for its variance. For ↵ < 2,

stable probability densities exhibit heavy tails and diver-
gent moments: the asymptotic (large z) behavior of the
corresponding PDF is then characterized by a power-law
p

↵,�

(z, t;�0, µ0) / |z|�(1+↵). Under those circumstances,
equation (6) is associated with the space-fractional Fokker-
Planck-Smoluchowski equation (FFPE) [18,29]:

@p(x, t)

@t

= � @

@x

[µ0 � ax+ f(t)] p(x, t) (10)

+�

↵

0
@

↵

@|x|↵ p(x, t) + �

↵

0 � tan
⇡↵

2

@

@x

@

↵�1

@|x|↵�1
p(x, t).

Here, the fractional (Riesz-Weyl) derivative is defined

by its Fourier transform F
h

@

↵

@|x|↵ f(x)
i
= �|k|↵F [f(x)]

[18, 29]. Accordingly, Eq. (10) has the following Fourier
representation

@p̂(k, t)

@t

= �ak

@

@k

p̂(k, t) + ik [µ0 + f(t)] p̂(k, t) (11)

��

↵

0 |k|↵
h
1� i� sign(k) tan

⇡↵

2

i
p̂(k, t),

where p̂(k, t) = F [p(x, t)].
Since our original Langevin equation (6) is linear, its

solution depends linearly on the stable process L

↵,�

(t).
Accordingly, the probability density of the solution,
p(x, t|x0, 0), has the form of an (↵,�)-stable Lévy distri-
bution with time-dependent location µ(t) and scale �(t)
parameters [19]. By analogy, its characteristic function is
given by (cf. Eqs. (8) and (9))

p̂(k, t) = exp
h
ikµ(t)� �

↵(t)|k|↵
⇣
1� i� sign(k) tan

⇡↵

2

⌘i

We insert this ansatz into FFPE (11). Since the derivative
with respect to k appears multiplied by k in (11), the non
analyticity of |k|↵ at k = 0 does not create any singular-
ity in the equation. The real part of Eq. (11) yields the
following evolution equation for the scale parameter �(t)

�↵�

↵�1
�̇ = a↵�

↵ � �

↵

0 , (12)

whereas the imaginary part gives

[µ̇+ aµ� f(t)] k =
⇥�↵�

↵�1
�̇ � a↵�

↵ + �

↵

0

⇤
(13)

⇥� tan
⇡↵

2
|k|↵ sign(k).

The RHS of Eq. (13) vanishes due to Eq. (12). From LHS
one gets the evolution equation for the location parameter:

µ̇ = �aµ+ f(t). (14)

The evolution equations (12) and (14) are completed with
the initial conditions µ(0) = x0 and �(0) = 0 (we are cal-
culating probability densities conditioned to x(0) = x0).
The solution of these di↵erential equations are

µ(t) = e

�at

x0 + e

�at

Z
t

0
e

as

f(s)ds (15)

and

�(t) = �0


1

a↵

�
1� e

�a↵t

��1/↵
, (16)

where �0 is the scale parameter of the corresponding ↵-
stable density. For a constant force f(t) ⌘ f , the long time
asymptotics of the above equations are lim

t!1 µ(t) = f/a

and lim
t!1 �(t) = �0/(a↵)1/↵.

The conjugate variable. – To determine the conju-
gate variable to the external force, we need the stationary
distribution in position space for a constant force f . De-
spite the characteristic functions of stable distributions
assume closed expressions, the corresponding PDFs have
a known simple analytical form [28,30] only in a few cases:
For ↵ = 2 and � = 0 the resulting distribution is Gaus-
sian; for ↵ = 1, � = 0 one gets the Cauchy distribution;
finally, for ↵ = 1/2, � = 1 the Lévy-Smirno↵ distribution
is obtained. Here, we derive explicit expressions for the
conjugate variable for these three cases.

For ↵ = 2 and � = 0, the time dependent solution of
the corresponding Langevin Eq. (6) is

p2,0(x, t|x0, 0) =
1p

2⇡�2(t)
exp

"
� (x� µ(t))2

2�2(t)

#
(17)

with µ(t) and �(t) given by Eqs. (15) and (16). The sta-
tionary solution pss(x) for a constant force f is obtained
by replacing µ(t) and �

2(t) by their stationary values,
f/a and �

2
0/(2a), respectively. We then get the non-

equilibrium potential � ⌘ � ln pss(x) and the conjugate
variable can be easily derived as

XG = � @ ln pss(x)

@f

����
f=0

=
@�

@f

����
f=0

= �2x

�

2
0

, (18)

which is proportional to x, as expected, since the Gaussian
case corresponds to a Brownian particle in equilibrium.

For ↵ = 1 and � = 0, the time dependent solution of the
corresponding Langevin Eq. (6) is the Cauchy distribution

p1,0(x, t|x0, 0) =
�(t)

⇡

1

[x� µ(t)]2 + �

2(t)
(19)
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We insert this ansatz into FFPE (11). Since the derivative
with respect to k appears multiplied by k in (11), the non
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where �0 is the scale parameter of the corresponding ↵-
stable density. For a constant force f(t) ⌘ f , the long time
asymptotics of the above equations are lim

t!1 µ(t) = f/a

and lim
t!1 �(t) = �0/(a↵)1/↵.

The conjugate variable. – To determine the conju-
gate variable to the external force, we need the stationary
distribution in position space for a constant force f . De-
spite the characteristic functions of stable distributions
assume closed expressions, the corresponding PDFs have
a known simple analytical form [28,30] only in a few cases:
For ↵ = 2 and � = 0 the resulting distribution is Gaus-
sian; for ↵ = 1, � = 0 one gets the Cauchy distribution;
finally, for ↵ = 1/2, � = 1 the Lévy-Smirno↵ distribution
is obtained. Here, we derive explicit expressions for the
conjugate variable for these three cases.
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the corresponding Langevin Eq. (6) is
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with µ(t) and �(t) given by Eqs. (15) and (16). The sta-
tionary solution pss(x) for a constant force f is obtained
by replacing µ(t) and �

2(t) by their stationary values,
f/a and �
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0/(2a), respectively. We then get the non-

equilibrium potential � ⌘ � ln pss(x) and the conjugate
variable can be easily derived as
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which is proportional to x, as expected, since the Gaussian
case corresponds to a Brownian particle in equilibrium.

For ↵ = 1 and � = 0, the time dependent solution of the
corresponding Langevin Eq. (6) is the Cauchy distribution

p1,0(x, t|x0, 0) =
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and the stationary solution for a constant force f is ob-
tained replacing µ(t) and �(t) by their stationary values,
f/a and �0/a, respectively. The corresponding conjugate
variable takes now the form

XC = � 2x

a [x2 + (�0/a)2]
(20)

which is proportional to x only for small values of x and
becomes proportional to 1/x for large x. This large x

behavior ensures the convergence of all the moments of
X

C

, whereas for the Cauchy case |x|⌫ exists only if ⌫ < 1,
see [16,28].

Finally, for ↵ = 1/2 and � = 1 the solution to Eq. (6)
is the Lévy-Smirno↵ PDF

p1/2,1(x, t|x0, t0) =

s
�(t)

2⇡ [x� µ(t)]3
exp


� �(t)

2(x� µ(t))

�

(21)
for x > µ(t) and p1/2,1(x, t|x0, 0) ⌘ 0 for x  µ(t). The
stationary values of µ(t) and �(t) are in this case f/a and
4�0/a

2, respectively. Inserting these values to Eq.(21),
one can easily obtain pss(x) and the conjugate variable

XL�S =
4�0 � 3a2x

2a3x2
; x > 0. (22)

Susceptibility and response. – The main objective
of the current work is to compare the response of the sys-
tem to external perturbation as calculated directly from
the definition

hX(t)i =
Z 1

�1
X(x)p(x, t)dx, (23)

or, otherwise determined by the generalized susceptibility
�(t) = d

dt

hX(t)X(0)i0 within linear response theory:

hX(t)iLR =

Z
t

0
�(t� s)f(s)ds. (24)

For that purpose, we restrict our analysis to the fully
analytically solvable Cauchy case, ↵ = 1,� = 0, and iden-
tify the conjugate variable as X ⌘ XC, with XC given by
Eq. (20). In this case, the time-dependent average (23)
can be calculated exactly with the probability density:

p(x, t) =

Z 1

�1
p(x, t|x0, 0)p(x0)dx0 (25)

where

p(x0) =
�0

a⇡

1

x

2
0 + (�0/a)2

(26)

and p(x, t|x0, 0) is given by Eq. (19).
On the other hand, the FDT relates the susceptibility

with the autocorrelation of the conjugate variables in the
reference state, i.e., for f = 0. The autocorrelation is
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Fig. 1: Response of hX(t)i to external drivings f1(t) =
sin(t)/10 + t/100 (upper plot) and f2(t) = t sin(t)/100 (lower
plot). The solid and dotted lines present an exact result
(Eq. (23)) and a result constructed by use of the linear re-
sponse theory (Eq. (24)), respectively.

defined as

hX(t)X(0)i0 =

ZZ
2x

a[x2 + (�0/a)2]

2y

a[y2 + (�0/a)2]
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dxdy

where µ(t) = e

�at

y and �(t) = �0 [(1� e

�at)/a]. The
final result is surprisingly simple:

hX(t)X(0)i0 =
1

2�2
0

e

�at

. (27)

From the above, the generalized susceptibility can be de-
rived by di↵erentiation with respect to time (see Eq. (2)):

�(t) =
d

dt

hX(t)X(0)i0 = � a

2�2
0

e

�at

. (28)

In further calculations, for the sake of simplicity, it is
assumed that a = 1 and �0 = 1, so that hX(t)X(0)i =
1
2e

�t and �(t) = � 1
2e

�t.
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and the stationary solution for a constant force f is ob-
tained replacing µ(t) and �(t) by their stationary values,
f/a and �0/a, respectively. The corresponding conjugate
variable takes now the form

XC = � 2x

a [x2 + (�0/a)2]
(20)

which is proportional to x only for small values of x and
becomes proportional to 1/x for large x. This large x

behavior ensures the convergence of all the moments of
X

C

, whereas for the Cauchy case |x|⌫ exists only if ⌫ < 1,
see [16,28].

Finally, for ↵ = 1/2 and � = 1 the solution to Eq. (6)
is the Lévy-Smirno↵ PDF

p1/2,1(x, t|x0, t0) =

s
�(t)

2⇡ [x� µ(t)]3
exp


� �(t)

2(x� µ(t))

�

(21)
for x > µ(t) and p1/2,1(x, t|x0, 0) ⌘ 0 for x  µ(t). The
stationary values of µ(t) and �(t) are in this case f/a and
4�0/a

2, respectively. Inserting these values to Eq.(21),
one can easily obtain pss(x) and the conjugate variable

XL�S =
4�0 � 3a2x

2a3x2
; x > 0. (22)

Susceptibility and response. – The main objective
of the current work is to compare the response of the sys-
tem to external perturbation as calculated directly from
the definition

hX(t)i =
Z 1

�1
X(x)p(x, t)dx, (23)

or, otherwise determined by the generalized susceptibility
�(t) = d

dt

hX(t)X(0)i0 within linear response theory:

hX(t)iLR =

Z
t

0
�(t� s)f(s)ds. (24)

For that purpose, we restrict our analysis to the fully
analytically solvable Cauchy case, ↵ = 1,� = 0, and iden-
tify the conjugate variable as X ⌘ XC, with XC given by
Eq. (20). In this case, the time-dependent average (23)
can be calculated exactly with the probability density:

p(x, t) =

Z 1

�1
p(x, t|x0, 0)p(x0)dx0 (25)

where

p(x0) =
�0

a⇡

1

x

2
0 + (�0/a)2

(26)

and p(x, t|x0, 0) is given by Eq. (19).
On the other hand, the FDT relates the susceptibility

with the autocorrelation of the conjugate variables in the
reference state, i.e., for f = 0. The autocorrelation is
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sin(t)/10 + t/100 (upper plot) and f2(t) = t sin(t)/100 (lower
plot). The solid and dotted lines present an exact result
(Eq. (23)) and a result constructed by use of the linear re-
sponse theory (Eq. (24)), respectively.
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final result is surprisingly simple:
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From the above, the generalized susceptibility can be de-
rived by di↵erentiation with respect to time (see Eq. (2)):

�(t) =
d

dt

hX(t)X(0)i0 = � a
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In further calculations, for the sake of simplicity, it is
assumed that a = 1 and �0 = 1, so that hX(t)X(0)i =
1
2e

�t and �(t) = � 1
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�t.
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and the stationary solution for a constant force f is ob-
tained replacing µ(t) and �(t) by their stationary values,
f/a and �0/a, respectively. The corresponding conjugate
variable takes now the form

XC = � 2x

a [x2 + (�0/a)2]
(20)

which is proportional to x only for small values of x and
becomes proportional to 1/x for large x. This large x

behavior ensures the convergence of all the moments of
X

C

, whereas for the Cauchy case |x|⌫ exists only if ⌫ < 1,
see [16,28].

Finally, for ↵ = 1/2 and � = 1 the solution to Eq. (6)
is the Lévy-Smirno↵ PDF

p1/2,1(x, t|x0, t0) =

s
�(t)

2⇡ [x� µ(t)]3
exp
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2(x� µ(t))

�

(21)
for x > µ(t) and p1/2,1(x, t|x0, 0) ⌘ 0 for x  µ(t). The
stationary values of µ(t) and �(t) are in this case f/a and
4�0/a

2, respectively. Inserting these values to Eq.(21),
one can easily obtain pss(x) and the conjugate variable

XL�S =
4�0 � 3a2x

2a3x2
; x > 0. (22)

Susceptibility and response. – The main objective
of the current work is to compare the response of the sys-
tem to external perturbation as calculated directly from
the definition

hX(t)i =
Z 1

�1
X(x)p(x, t)dx, (23)

or, otherwise determined by the generalized susceptibility
�(t) = d

dt

hX(t)X(0)i0 within linear response theory:

hX(t)iLR =

Z
t

0
�(t� s)f(s)ds. (24)

For that purpose, we restrict our analysis to the fully
analytically solvable Cauchy case, ↵ = 1,� = 0, and iden-
tify the conjugate variable as X ⌘ XC, with XC given by
Eq. (20). In this case, the time-dependent average (23)
can be calculated exactly with the probability density:

p(x, t) =

Z 1

�1
p(x, t|x0, 0)p(x0)dx0 (25)

where

p(x0) =
�0

a⇡

1

x

2
0 + (�0/a)2

(26)

and p(x, t|x0, 0) is given by Eq. (19).
On the other hand, the FDT relates the susceptibility

with the autocorrelation of the conjugate variables in the
reference state, i.e., for f = 0. The autocorrelation is
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sin(t)/10 + t/100 (upper plot) and f2(t) = t sin(t)/100 (lower
plot). The solid and dotted lines present an exact result
(Eq. (23)) and a result constructed by use of the linear re-
sponse theory (Eq. (24)), respectively.

defined as

hX(t)X(0)i0 =

ZZ
2x

a[x2 + (�0/a)2]

2y

a[y2 + (�0/a)2]

⇥ �(t)

⇡ [(x� µ(t))2 + �

2(t)]

⇥ �0

a⇡ [y2 + (�0/a)2]
dxdy

where µ(t) = e
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y and �(t) = �0 [(1� e

�at)/a]. The
final result is surprisingly simple:

hX(t)X(0)i0 =
1
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0
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From the above, the generalized susceptibility can be de-
rived by di↵erentiation with respect to time (see Eq. (2)):

�(t) =
d

dt

hX(t)X(0)i0 = � a

2�2
0

e

�at

. (28)

In further calculations, for the sake of simplicity, it is
assumed that a = 1 and �0 = 1, so that hX(t)X(0)i =
1
2e

�t and �(t) = � 1
2e

�t.

p-4

�(t) =
d

dt
hX(t)X(0)i0 = � a

2�2
0

e�at

Conjugate variable...
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and the stationary solution for a constant force f is ob-
tained replacing µ(t) and �(t) by their stationary values,
f/a and �0/a, respectively. The corresponding conjugate
variable takes now the form

XC = � 2x

a [x2 + (�0/a)2]
(20)

which is proportional to x only for small values of x and
becomes proportional to 1/x for large x. This large x

behavior ensures the convergence of all the moments of
X

C

, whereas for the Cauchy case |x|⌫ exists only if ⌫ < 1,
see [16,28].

Finally, for ↵ = 1/2 and � = 1 the solution to Eq. (6)
is the Lévy-Smirno↵ PDF

p1/2,1(x, t|x0, t0) =

s
�(t)

2⇡ [x� µ(t)]3
exp


� �(t)

2(x� µ(t))

�

(21)
for x > µ(t) and p1/2,1(x, t|x0, 0) ⌘ 0 for x  µ(t). The
stationary values of µ(t) and �(t) are in this case f/a and
4�0/a

2, respectively. Inserting these values to Eq.(21),
one can easily obtain pss(x) and the conjugate variable

XL�S =
4�0 � 3a2x

2a3x2
; x > 0. (22)

Susceptibility and response. – The main objective
of the current work is to compare the response of the sys-
tem to external perturbation as calculated directly from
the definition

hX(t)i =
Z 1

�1
X(x)p(x, t)dx, (23)

or, otherwise determined by the generalized susceptibility
�(t) = d

dt

hX(t)X(0)i0 within linear response theory:

hX(t)iLR =

Z
t

0
�(t� s)f(s)ds. (24)

For that purpose, we restrict our analysis to the fully
analytically solvable Cauchy case, ↵ = 1,� = 0, and iden-
tify the conjugate variable as X ⌘ XC, with XC given by
Eq. (20). In this case, the time-dependent average (23)
can be calculated exactly with the probability density:

p(x, t) =

Z 1

�1
p(x, t|x0, 0)p(x0)dx0 (25)

where

p(x0) =
�0

a⇡

1

x

2
0 + (�0/a)2

(26)

and p(x, t|x0, 0) is given by Eq. (19).
On the other hand, the FDT relates the susceptibility

with the autocorrelation of the conjugate variables in the
reference state, i.e., for f = 0. The autocorrelation is
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plot). The solid and dotted lines present an exact result
(Eq. (23)) and a result constructed by use of the linear re-
sponse theory (Eq. (24)), respectively.
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where µ(t) = e
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y and �(t) = �0 [(1� e

�at)/a]. The
final result is surprisingly simple:

hX(t)X(0)i0 =
1

2�2
0

e

�at

. (27)

From the above, the generalized susceptibility can be de-
rived by di↵erentiation with respect to time (see Eq. (2)):

�(t) =
d

dt

hX(t)X(0)i0 = � a
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. (28)

In further calculations, for the sake of simplicity, it is
assumed that a = 1 and �0 = 1, so that hX(t)X(0)i =
1
2e

�t and �(t) = � 1
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and the stationary solution for a constant force f is ob-
tained replacing µ(t) and �(t) by their stationary values,
f/a and �0/a, respectively. The corresponding conjugate
variable takes now the form

XC = � 2x

a [x2 + (�0/a)2]
(20)

which is proportional to x only for small values of x and
becomes proportional to 1/x for large x. This large x

behavior ensures the convergence of all the moments of
X

C

, whereas for the Cauchy case |x|⌫ exists only if ⌫ < 1,
see [16,28].

Finally, for ↵ = 1/2 and � = 1 the solution to Eq. (6)
is the Lévy-Smirno↵ PDF

p1/2,1(x, t|x0, t0) =
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2⇡ [x� µ(t)]3
exp
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2(x� µ(t))

�

(21)
for x > µ(t) and p1/2,1(x, t|x0, 0) ⌘ 0 for x  µ(t). The
stationary values of µ(t) and �(t) are in this case f/a and
4�0/a

2, respectively. Inserting these values to Eq.(21),
one can easily obtain pss(x) and the conjugate variable

XL�S =
4�0 � 3a2x

2a3x2
; x > 0. (22)

Susceptibility and response. – The main objective
of the current work is to compare the response of the sys-
tem to external perturbation as calculated directly from
the definition

hX(t)i =
Z 1

�1
X(x)p(x, t)dx, (23)

or, otherwise determined by the generalized susceptibility
�(t) = d

dt

hX(t)X(0)i0 within linear response theory:

hX(t)iLR =

Z
t

0
�(t� s)f(s)ds. (24)

For that purpose, we restrict our analysis to the fully
analytically solvable Cauchy case, ↵ = 1,� = 0, and iden-
tify the conjugate variable as X ⌘ XC, with XC given by
Eq. (20). In this case, the time-dependent average (23)
can be calculated exactly with the probability density:

p(x, t) =

Z 1

�1
p(x, t|x0, 0)p(x0)dx0 (25)

where

p(x0) =
�0

a⇡

1
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2
0 + (�0/a)2

(26)

and p(x, t|x0, 0) is given by Eq. (19).
On the other hand, the FDT relates the susceptibility

with the autocorrelation of the conjugate variables in the
reference state, i.e., for f = 0. The autocorrelation is
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sponse theory (Eq. (24)), respectively.
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From the above, the generalized susceptibility can be de-
rived by di↵erentiation with respect to time (see Eq. (2)):

�(t) =
d

dt

hX(t)X(0)i0 = � a
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In further calculations, for the sake of simplicity, it is
assumed that a = 1 and �0 = 1, so that hX(t)X(0)i =
1
2e

�t and �(t) = � 1
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p-4

f1(t) = sin(t)/10 + t/100

f2(t) = tsin(t)/100

Response of conjugate variable 
to external drivings:
solid lines -- exact result
dotted lines -- result constructed by 
use of the linear response theory

Conjugate variables reflect 
change in the PDF under the 
perturbation

Despite the system is plagued by 
divergent moments, the 
generalized FDT properly captures 
dynamical response

Drawbacks: interpretation of <X>

hXi =

� �0

a⇡

Z 1

�1

dx

[x� f/a]2 + (�0/a)2
2x

a [x2 + (�0/a)2]

= � 2f

f

2 + 4�2
0

Exact <X> for a constant force:
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Abstract

We apply the generalized version of the fluctuation-

dissipation theorem (FDT) to analyze regime of the lin-

ear response of the nonequilibrium system driven by sym-

metric L

´

evy (Cauchy) white noise and subject to thermal

(Gaussian) fluctuations. The central part of such fluctua-

tion distribution is determined by Gaussian core whereas

its wings are decaying according to a power law character-

istic for L

´

evy term. We identify conjugate variable related

to variations of the steady state and investigate fluctuation-

response theory for a linear system perturbed by time-

dependent deterministic forces.

1. Definitions

We follow [1,5] by assuming that some nonequilibrium sys-
tems may be described using Langevin equation with inde-
pendent white Gauss and Lévy noises. Here we focus our
attention on a simple example:

ẋ(t) = µ0 − ax + f(t) + ⇠c(t) + ⇠g(t) (1)

where ⇠

c

(t) and ⇠

g

(t) stand for symmetric Lévy noises with
stability indices ↵

c

= 1 (Cauchy noise [1, 2]) and ↵

g

= 2
(Gaussian noise). These noises are defined as the time
derivatives of stationary Lévy processes which can be de-
scribed by means of characterisctic functions:

'

g

(k, t) = e−�2
0�k�2t (2)

'

c

(k, t) = e−�0�k�t (3)
The corresponding fractional Fokker-Planck-Smoluchowski
equation (FFPSE) reads:

@p(x, t)
@t

= − @

@x

[µ0 − ax + f(t)]p(x, t) + (4)

+�20 @

2

@x

2p(x, t) + �0 @

@�x�p(x, t)
We analyze the response of the system to an external force
of the form:

f(t) = sin t
10
+ t

100
(5)

Figure 1: PDFs of a random variable described by eq. (1)

with f(t) = 0. Lower part presents the same quantity in log

scale, which shows qualitative difference between systems

with and without cauchy noise.

2. Evolution equations

Due to linearity of the equation (1), PDF of the process at-
tains the form of the convolution of Lévy distributions (with
unknown, so far, time-dependent parameters). The corre-
sponding characteristic function is then:

p̂(k, t) = eikµ(t)−�2(t)�k�2−�(t)�k� (6)

Using this ansatz and FFPSE (eq. (4)) we can easily obtain
evolution equations for parameters:

µ̇(t) = −aµ(t) + f(t) (7)

�̇(t) = �0 − a�(t) (8)
d�(t)2
dt

= �20 − 2a�(t)2 (9)

What really matters for us, in order to derive linear re-
sponse, is a stationary solution for a constant force f :

µ∞ ∶= lim
t→∞µ(t) = f

a

(10)

�∞ ∶= lim
t→∞�(t) = �0

a

(11)

�

2∞ ∶= lim
t→∞�(t) = �20

2a
(12)

These results are the same as for the case with only one
noise source (stable process) [4].

3. Stationary PDF

Characteristic function (force-free, hence µ∞ = 0):
p̂

s

(k) = e−�2∞�k�2−�∞�k� (13)

PDF:

p

s

(x) = 1

2⇡

∞
�−∞ dk p̂

s

(k)e−ikx (14)

It cannot be expressed in terms of elementary functons,
nevertheless it can be nicely rewritten using the so called
Faddeeva function (also known as the complex error func-
tion):

w(x) ∶= e−x2erfc(−ix) (15)
where erfc(x) is the complementary error function. Then:

p
s

(x) = 1
2
√
⇡�∞ Rew(−x+i�∞2�∞ )

(16)

4. Conjugate variable

Nonequlibrium potential [3]:

� ∶= − lnp
s

(x, f) (17)

where p

s

(x, f) is the stationary PDF for a constant force f .

Conjugate variable:

X ∶= @�

@f

�
f=0 (18)

In our case, thanks to linearity, this expression can be
rewritten by means of stationary PDF without force f .

X = 1
a

@ lnp
s

(x)
@x

(19)

Using formula (16) it is easy to obtain:

X
gc

= − x

2�2∞a − �∞
2�2∞a

Imw(−x+i�∞2�∞ )
Rew(−x+i�∞2�∞ ) (20)

Let us check two limits:

lim
�0→0Xgc

= − x

2a�2∞ = −
x

�

2
0

(21)

lim
�0→0Xgc

= − 2ax

�

2
0 + a2x2 (22)

These formulas show perfect agreement with [4].

Figure 2: Responses of the conjugate variable ensemble

average �X� to the time-dependent force (5) depending on

the noise type. Red lines present Monte Carlo results ap-

proximating (23), whereas black lines results obtained by

use of the linear response (24). There have been 105 sam-

ple paths generated with �t = 0.1 and a = 1.

5. Susceptibility and response

We are now ready to compare the response of the system
to an external perturbation as calculated from the definition

�X(t)� = ∞
�−∞ dx X(x)p(x, t) (23)

or otherwise determined by the generalized susceptibility
�(t) = d

dt

�X(t)X(0)�0 (index 0 indicates averaging over sta-
tionary, unperturbed PDF) within linear response theory [3]:

�X(t)�LR =
t

�
0

ds �(t − s)f(s) (24)

The time-dependent average (23) is to be calculated with
the probability density:

p(x, t) = ∞
�−∞ dx0 p(x, t�x0, 0)ps(x0) (25)

where p

s

(x0) is an initial stationary distribution at zero force
and p(x, t�x0, 0) is a solution to the FFPSE (eq.(4)).
It is possible to evaluate analytically integrals (23) and (24)
when dealing with Gauss or Cauchy noises separately.
In the case of Gauss-Cauchy noise we use Monte Carlo
method to obtain p(x, t) and �X(0)X(0)�0. In order to get
the linear response for our system we use the following
ansatz for the autocorrelation of the conjugate variable:

�X(t)X(0)�0 = e−at�X(0)X(0)�0 (26)

Figure 3: 106 sample paths with �t = 0.1 and a = 1.

6. Discussion

Thermodynamic equilibrium is characterized by Gaussian
distributions of the fluctuating quantities, therefore model
described here will correspond to nonequilibrium pro-
cesses. Although the fluctuation-dissipation theorem does
not hold for such systems one can still use linear response
functions, provided that proper variables are chosen and an
external force is weak enough.

References

[1] J.-P.Bouchaud and M.Potters, Theory of financial risk

and derivative pricing, Cambridge University Press,
Cambridge UK (2003).

[2] P. Garbaczewski, R. Olkiewicz, J. Math. Phys. 40, 1057
(1999).

[3] J. Prost, J.-F. Joanny, J.M.R. Parrondo, Phys. Rev. Lett.
103, 090601 (2009).

[4] B. Dybiec, J.M.B. Parrondo, E. Gudowska-Nowak, Eu-
rophys. Lett., in press

[5] W. Ebeling, M. Romanovsky, I. Sokolov, and I.A. Val-
uev, Eur. Phys. J. Special Topics 187, 157 (2010)

p̂(k, t) = eikµ(t)��2(t)|k|2��(t)|k|

ps(x) =
1

2
p
⇡�1

Rew(
�x+ i�1

2�1
)

w(x) := e

�x

2

erfc(�ix)

Two independent noises: Cauchy and Gauss

for f(t)=0



19

Two independent noises:  Gaussian and Cauchy 
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f(t) = sin(t)/10 + t/10

Response and correlation decay
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•Nonequilibrium  steady states are fascinating 
systems to study...
•The generalized FDT can be applied to (linear) 
systems driven by Lévy noises 
•The conjugate variables represent change in 
PDF under perturbation (in equilibrium related to 
energy absorbed from perturbations)
•Interpretation of conjugate variables is not 
straightforward...
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chines is very deep. Fluctuations of the chemical 
energy affect a molecular motor in the same 
way that a random and variable amount of fuel 
affects the piston of a car motor. Therefore, the 
long tradition of applying thermodynamics to 
large motors can be extended to small ones. Al-
though physicists have other mathematical tools 
for analyzing such systems, those tools can be 
tricky to apply. The equations of fluid flow, for 
example, require researchers to specify the con-
ditions at the boundary of a system precisely—a 
Herculean task when the boundary is extremely 
irregular. Thermodynamics provides a compu-
tational shortcut, and it has already yielded 
fresh insights. Signe Kjelstrup and Dick Be-
deaux, both at the Norwegian University of Sci-
ence and Technology, and I have found that heat 
plays an underappreciated role in the function 
of ion channels.

In short, my colleagues and I have shown 
that the development of order from chaos, far 
from contradicting the second law, fits nicely 
into a broader framework of thermodynamics. 
We are just at the threshold of using this new 
understanding for practical applications. Per-
petual-motion machines remain impossible, 
and we will still ultimately lose the battle against 
degeneration. But the second law does not man-
date a steady degeneration. It quite happily co-
exists with the spontaneous development of or-
der and complexity.  

particles is brought down to an average (if slight-
ly fluctuating) value. Although a few isolated 
events may show completely unpredictable be-
havior, a multitude of events shows a certain reg-
ularity. Therefore, quantities such as density can 
fluctuate but remain predictable overall. For this 
reason, the second law continues to rule over the 
world of the small.

From Steam Engines  
to Molecular Motors
The original development of thermodynamics 
found its inspiration in the steam engine. Nowa-
days the field is driven by the tiny molecular 
engines within living cells. Though of vastly dif-
fering scales, these engines share a common 
function: they transform energy into motion. 
For instance, ATP molecules provide the fuel for 
myosin molecules in muscle tissue to move along 
actin filaments, pulling the muscle fibers to 
which they are attached. Other motors are pow-
ered by light, by differences in proton concentra-
tions or by differences in temperature [see “Mak-
ing Molecules into Motors,” by R. Dean Astumi-
an; Scientific American, July 2001]. Chemical 
energy can drive ions through channels in a cell 
membrane from a region of low concentration to 
one of high concentration—precisely the oppo-
site direction that they would move in the 
absence of an active transport mechanism.

The analogy between large and small ma-

ORDER FROM DISORDER
Although the molecules in a system out of equilibrium may be hopelessly jumbled, the system can become ordered in other ways. 
Classical thermodynamics, based as it is on equilibrium, cannot account for that, but the newly developed nonequilibrium theory can. 

EXTREME 
DEPARTURE
As the heating increases 
still further, the chaos be-
comes equally distributed
and the fluid recovers the 
lost isotropy.

MORE TO 
EXPLORE
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EQUILIBRIUM
An unheated glass of 
water at room tempera-
ture looks the same in 
every direction, a sym-
metry known as 
isotropy. 

INCREASING 
DEPARTURE
If the temperature gradi-
ent is larger, the water 
begins to overturn, set-
ting up an orderly pattern 
of convection cells.

SEVERE 
DEPARTURE
As the heating increases, the 
pattern of convection cells 
eventually breaks down into 
turbulent chaos.

MODEST 
DEPARTURE
A glass of water heated 
from below develops a 
temperature gradient. If 
the gradient is too slight 
to overcome viscous resis-
tance to motion, the fluid 
remains static.

[WHY A NONEQUILIBRIUM THEORY IS NEEDED]
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namics is limited to equilibrium situations may 
come as a surprise. In introductory physics class-
es, students apply thermodynamics to dynamic 
systems such as car engines to calculate quanti-
ties such as efficiency. But these applications 
make an implicit assumption: that we can ap-
proximate a dynamic process as an idealized 
succession of equilibrium states. That is, we 
imagine that the system is always in equilibrium, 
even if the equilibrium shifts from moment to 
moment. Consequently, the efficiency we calcu-
late is only an upper limit. The value that engines 
reach in practice is somewhat lower because they 
operate under nonequilibrium conditions.

The second law describes how a succession 
of equilibrium states can be irreversible, so that 
the system cannot return to its original state 
without exacting a price from its surroundings. 
A melted ice cube does not spontaneously re-
form; you need to put it in the freezer, at a cost 
in energy. To quantify this irreversibility, the 

the two are in thermal equilibrium. From that 
point on, nothing changes.

A common example is when you put ice in a 
glass of water. The ice melts, and the water in the 
glass reaches a uniformly lower temperature. If 
you zoom in to the molecular level, you find an 
intense activity of molecules frantically moving 
about and endlessly bumping into one another. 
In equilibrium, the molecular activity organizes 
itself so that, statistically, the system is at rest; if 
some molecules speed up, others slow down, 
maintaining the overall distribution of veloci-
ties. Temperature describes this distribution; in 
fact, the very concept of temperature is meaning-
ful only when the system is in equilibrium or suf-
ficiently near it.

Thermodynamics therefore deals only with 
situations of stillness. Time plays no role in it. In 
reality, of course, nature never stands still, and 
time does matter. Everything is in a constant 
state of flux. The fact that classical thermody-

[WHERE THERMODYNAMICS FAILS]

CAUTION: CONTENTS MAY BE BOTH HOT AND COLD

THE SECOND LAW
The second law is the best known 
of the four laws of thermodynam-
ics, the study of heat and energy. 
Whereas the first law states that 
you cannot get something for noth-
ing, the second law states that you 
cannot even get something for 
something. Almost all processes 
lose some energy as heat, so to get 
something, you have to give some-
thing more. Such processes are 
irreversible; to undo them exacts a 
toll in energy. Consequently:

 Engines are inherently limited in 
their energy efficiency.

 Heat pumps tend to be more 
efficient than furnaces, because they 
move rather than generate heat.

 Erasing computer memory is an 
irreversible act, so it produces heat.

EQUILIBRIUM
A glass of water, left undisturbed, comes to room 
temperature. The water molecules collide with one 
another and reapportion their energy so that their 
overall pattern of velocities stabilizes. Although the 
glass contains billions on billions of molecules, it 
takes only one number—the temperature—to de-
scribe this pattern. Classical thermodynamics applies.

MODEST DISEQUILIBRIUM
Heating the water from below disturbs the equilibri-
um. But if the heating is modest, individual layers of 
water remain approximately in equilibrium—so-
called local equilibrium—and the water can be de-
scribed by a temperature value that increases from 
top to bottom. The theory of nonequilibrium thermo-
dynamics developed in the 20th century applies.

SEVERE DISEQUILIBRIUM
If you crank up the heat, individual layers may no longer 
be even approximately in equilibrium. The molecules be-
come a chaotic jumble in which the concept of tempera-
ture ceases to apply. To describe the system, you would 
have to introduce a raft of new variables and, in the 
most extreme case, specify the molecular velocities one 
by one. This situation demands a new theory.

Temperature seems like such a simple, universal concept. Things may be hot or cold, but they always have a temperature, right?  
Not quite. It is possible to assign a temperature only to systems (such as the molecules in a glass of water) that are in, or almost in, a stable 
condition known as equilibrium. As systems deviate from equilibrium, the temperature becomes progressively more ambiguous.

MOLECULAR VELOCITIES
Some textbooks define temperature  
as the average random velocity of mol-
ecules. In fact, temperature is the mea-
sure of an entire pattern of velocities. 
In modest departures from equilibrium, 
this pattern is merely shifted, but in  
severe departures, it is dis torted,  
rendering temperature meaningless. Molecular velocity (arbitrary units)

Fraction of 
molecules

© 2008 SCIENTIFIC AMERICAN, INC.

Breakdown of common 
thermodynamics?

J.M. Rubi, Scientific American, 2008

•Axiomatic formulation: „traditional” thermodynamics 
is an elegant mathematical theory
•Key words: a state, a state-function, equation of state 
(characteristic of state quantities)
•Infinitesimal, adiabatic changes of state are time-
reversible 

In far-from equilibrium situations a common 
definition of temperature does not make 
sense
Traditional thermodynamics does not 
describe transitions between metastable 
states
Theory is not suitable for description of  
ordering phenomena in nonequilibrium 
states
 

DISSIPATION RELATED TO ORDER!
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Importance of anomalous transport...

Is the arrangement always the same, 
then?
First of all, the patterns are probabilistic, rather 
than absolute; so although a chromosome 
may have a preferred average position in a cell 
population, the location of the chromosome 
in individual cells within that population can 
vary greatly. Even the two copies of the same 
chromosome within the same nucleus often 
occupy distinct positions and have different 
immediate neighbours. 

Chromosome arrangements are also 
specific to the cell and tissue type, and can 
change during processes such as differentia-
tion and development. For example, during 

differentiation of immune T cells, mouse chro-
mosome 6 moves from an internal position to 
the nuclear periphery. 

The precise physiological relevance of 
chromosome positioning is currently unclear. 
However, its significance is hinted at by the 
fact that there is similarity in chromosome-
position patterns among cell types that share 
common developmental pathways and by 
the observation that chromosome positions 
in a given cell type are evolutionarily con-
served. For example, in human lymphocyte 
cells, chromosomes 18 and 19 tend to 
occupy a peripheral and an internal position, 
respectively — as does the corresponding 

genetic material in Old World monkeys.

Why have all this organization?
The nonrandom organization of the genome 
allows functional compartmentalization of 
the nuclear space. At the simplest level, active 
and inactive genome regions can be sepa-
rated from each other, possibly to enhance 
the efficiency of gene expression or repres-
sion. Such compartmentalization might also 
act in more subtle ways to bring co-regulated 
genes into physical proximity to coordinate 
their activities. For instance, in eukaryotes, 
the genes encoding ribosomal RNAs tend 
to cluster together in an organelle inside the 
nucleus known as the nucleolus. In addition, 
observations made in blood cells suggest that 
during differentiation co-regulated genes are 
recruited to shared regions of gene expression 
upon activation.

So, how do chromosomes find their 
place in the nucleus?
We don’t know. Chromosomes are physically 
separated during cell division, but they tend 
to settle back into similar relative positions 
in the daughter cells, and then they remain 
stable throughout most of the cell cycle. So 
there must be some molecular mechanism 
that establishes and maintains the chromo-
somes’ positions. The radial positioning of 
chromosomes has been related to either the 
chromosome gene density or the amount of 
DNA they contain, depending on cell type and 
proliferation status. But these cannot be the 
only factors involved, because the arrangement 
changes during differentiation and prolifera-
tion, when gene density and chromosome size 
remain constant.

What are the mechanisms
of chromosome positioning?
There are two fundamentally different possi-
bilities. It may be that chromosome positions 
are determined through their association 
with immobile nuclear elements — possibly 
a nuclear scaffold similar to the molecular 
structures that support and organize the cell’s 
cytoplasm. Although such anchoring may 
explain chromosome immobility and stabil-
ity during the cell cycle, it cannot account for 
nonrandom positioning unless there is some 
sort of tethering mechanism that is specific to 
each chromosome and also encodes position-
ing information.

An attractive alternative is a self-organiza-
tion model in which the position of each chro-
mosome is largely determined by the overall 
activity of all of its genes; that is, the number 
and pattern of active and silent genes on a given 
chromosome. The idea here is that the expres-
sion status of a genome region affects local 
chromatin structure, with inactive regions 
being more condensed (heterochromatin) 
and highly active ones decondensed (euchro-
matin). Depending on the degree of genome 
activity and the linear distribution of active and 

At the turn of the twentieth century, 
Carl Rabl and Theodor Boveri proposed 
that each chromosome maintains its 
individuality during the cell cycle, and 
Boveri explained this behaviour in terms 
of ‘chromosome territories’. 

The existence of chromosome territories 
was demonstrated experimentally during 
the early 1980s in pioneering microlaser 
experiments by the brothers Thomas and 
Christoph Cremer. They used a microlaser 
to induce local genome damage, and 
predicted that inflicting DNA damage 
within a small volume of the nucleus would 
yield different results depending on how 
chromosomes were arranged. If chromosomes 

occupied distinct territories (a, left panel), 
localized damage would affect only a 
small subset of chromosomes, whereas if 
the chromatin fibres of each chromosome 
were randomly distributed throughout the 
nucleus (a, right panel), many chromosomes 
would be damaged. b, Three sets (I–III) 
of hamster chromosomes after laser 
damage. Only a subset of the chromosomes 
was damaged, as indicated by the black 
grains of radioactivity most prominently 
seen on chromosomes 1 and 2. This 
demonstrates the existence of chromosome 
territories. (Panel b was reprinted with 
permission from C. Zorn et al. Exp. Cell Res. 
124, 111–119; 1979.) K.J.M. & T.M.

Box 1 | The discovery of chromosome territories
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Importance of anomalous transport...
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